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Abstract

With novel application of optical techniques, the slender-body hypervelocity boundary-

layer instability is characterized in the previously unexplored regime where thermo-

chemical effects are important. Narrowband disturbances (500-3000 kHz) are mea-

sured in boundary layers with edge velocities of up to 5 km/s at two points along the

generator of a 5 degree half angle cone. Experimental amplification factor spectra

are presented. Linear stability and PSE analysis is performed, with fair prediction

of the frequency content of the disturbances; however, the analysis over-predicts the

amplification of disturbances. The results of this work have two key implications: 1)

the acoustic instability is present and may be studied in a large-scale hypervelocity

reflected-shock tunnel, and 2) the new data set provides a new basis on which the

instability can be studied.
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Chapter 1

Introduction

The study of boundary-layer transition (BLT) on hypersonic vehicles has been a sub-

ject of research for approximately a half century. Such continued support is indicative

of the intricate and potentially rewarding nature of the topic. Knowing the state of

the boundary layer is critical to the design of the vehicle.1 The surface heating rate

and skin friction are several times higher when the boundary layer has transitioned

from laminar to turbulent. The primary design implications are that the thermal pro-

tection system must be more massive and the drag is increased when the boundary

layer is turbulent. The current state of the art is to design a vehicle conservatively

by sizing the thermal protection system over the entire vehicle to meet the require-

ments of turbulent boundary-layer heating rates. This is in large part due to the

lack of a reliable transition location prediction tool. The growth of the disturbances

in the boundary layer that precede transition is poorly understood, particularly at

conditions where gas dissociation and vibrational excitation must be considered. A

clearer understanding of the amplification process of disturbances in the boundary

layer in this flight regime would allow for a more intelligent sizing of thermal protec-

tion systems. In this work, the acoustic boundary-layer instability is characterized

with novel application of optical techniques in the previously unexplored regime where

1Reviews of the influence of BLT on high-speed vehicle design can be found in Schneider (2004),
Schmisseur and Erbland (2012), Lau (2008), and Lin (2008), the first offers an academic perspective,
the second offers governmental perspective, and the last two offer perspectives from industry.
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thermo-chemical effects are important.

1.1 Design Implications of Boundary-Layer Tran-

sition

A case study of such design implications is the apparent weight and cost savings on

the National Aerospace Plane (NASP). The NASP was intended to be a single stage

to orbit vehicle, capable of transporting people by “tak[ing] off from Dulles Airport,

accelerat[ing] up to 25 times the speed of sound, attaining low Earth orbit or flying

to Tokyo within 2 hours”(Reagan, 1986).

The questions surrounding transition prediction were made apparent in a report

from the Defense Science Review Board on the NASP in 1988, “[t]he largest un-

certainty is the location of the point of transition from laminar to turbulent flow.

Estimates range from 20% to 80% along the body span. That degree of uncertainty

significantly affects the flow conditions at the engine inlet, aerodynamic heat transfer

to the structure and skin friction. These in turn affect estimates of engine perfor-

mance, structural heating and drag. The assumption made for the point of transition

can affect the design vehicle gross take off weight by a factor of two or more... In

view of the potential impact of uncertainties in the transition location, this is by

far the single area of greatest technical risk in the aerodynamics of the NASP pro-

gram” (DSB, 1988). Prior to the NASP program’s cancellation in 1993, the Defense

Science Review Board once again named boundary-layer transition as a critical area

of fundamental uncertainty, “[b]oundary layer transition and scramjet performance

cannot be validated in existing ground test facilities...”(DSB, 1992).

With certainty it can be said that BLT was a technical issue for the NASP and

played some role in the program trajectory, which was funded with a total of ≈ 1.69
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billion USD from FY 1985-1993.2

1.2 Paths to Transition and the Dominant Mech-

anism

The path to transition in boundary layers is a subtle subject. Reshotko (2008) notes

that “[u]ntil about [1995], the predominant view of laminar-turbulent transition was

centered around the slow linear amplification of exponentially growing (“modal”) dis-

turbances..., preceded by a receptivity process to the disturbance environment and

followed by secondary instabilities, further nonlinearity, and finally a breakdown to

a recognizable turbulent flow.” Reshotko (2008) goes on to say that “[t]his picture

had to be urgently reconsidered in the early 1990s with the emergence of a literature

on transient growth,” which was motivated by the fact that “there are transition

phenomena in flows that are linearly stable.” A flow-chart describing the paths to

turbulence was devised by Morkovin et al. (1994), where focus is placed on under-

standing the subtleties of this process (Fig. 1.1, taken from Fedorov (2011)). In

chapter 9 of Schmid and Henningson (2001) there is a thorough explanation of the

developments on this topic.

For a sharp, slender body in low-speed flight, at zero angle of attack, Tollmien-

Schlichting waves (“T-S waves”) are observed to be of large amplitude prior to

boundary-layer transition; these disturbances were experimentally characterized by

Schubauer and Skramstad (1948). This is in contrast to high-speed boundary layers

on the same vehicle geometry, where a key instability mechanism is the high-frequency

modes discovered by Mack (1984). These modes are primarily acoustic in nature, are

always present if the boundary-layer edge Mach number is sufficiently large, and

2The funding figures can be found in Schwelkart (1997), which references the NASP Joint Program
Office; he documents the NASP program from a historian’s perspective.
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Figure 1.1: Flow-chart describing the paths to turbulence was devised by
Morkovin et al. (1994), taken from Fedorov (2011) with permission.

can be the dominant instability mechanism when the wall temperature is sufficiently

low compared to the recovery temperature. “They belong to the family of trapped

acoustic waves. Owing to the presence of a region of supersonic mean flow relative

to the disturbance phase velocity, the boundary layer behaves as an acoustic waveg-

uide (schematically shown in [Fig. 1.2])” Fedorov (2011). Fedorov (2011) goes on to

provide a thorough explanation of “Path A” in Fig. 1.1 for the case of high-speed

boundary layers, supporting his conclusions of how the disturbances develop with

detailed stability calculations.

Mack termed the dominant higher frequency mode the “second mode,” although

Fedorov and Tumin (2011) suggest “that Mack’s definitions of modes are inconsis-

tent with conventional usage of the term normal modes.” However, most researchers

continue to use the terminology “second mode” to refer to the fast growing acoustic
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Figure 1.2: “Acoustic mode in a high-speed boundary layer, where U(y) is the mean-
flow profile, and p(y) is the pressure disturbance profile.” reproduced from Fedorov
(2011) with permission. The sonic line refers to where the local velocity (U(y))
equals the difference between the disturbance phase speed (c) and the local sound
speed (a(y)). This is the location of the critical layer, where disturbance amplitudes
are typically large Mack (1984), Fedorov (2011).

instability discovered by Mack, and this is the terminology usage in this thesis. The

larger growth rate of the acoustic instability relative to the “T-S waves” is seen in

Fig. 1.3(a). Additionally, it is seen that the second mode of largest growth rate is

two dimensional in nature. This second mode is the subject of study in this work.

In Fig. 1.3(b), a linear stability diagram is shown for an example case in T5. The

stream-wise imaginary wavenumber is shaded for values above 0, and more darkly

for larger values. Note the exceedingly high frequency of the acoustic mode, and the

narrowband at which it is most amplified. The most strongly amplified frequency is

observed to decrease with increasing distance from the tip of the cone; this frequency

is approximately equal to KUE/(2δ), where K is a constant of proportionality, UE

is the edge velocity, and δ is the boundary-layer thickness;3 this scaling is shown in

Fig. 1.3(b) as a thin white line. The constant of proportionality (K) for a certain

geometry is a function of (among other things) edge Mach number, because of the im-

plication on disturbance-phase velocity (Fig. 9.1 of Mack (1984)), and boundary-layer

temperature profile, because of the implication on disturbance wave number (Fig. 10.9

3In this work, δ refers to δ99, where the local velocity in the boundary layer is 99% of the velocity
at the boundary-layer edge.
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of Mack (1984)). The theoretical framework for the scaling of the most strongly am-

plified frequency can be found in Mack (1984, 1987); experimental support of this

scaling can be found in Kendall (1975), Demetriades (1977) and Stetson et al. (1983,

1984, 1989) (among many other reports). This scaling is extended to hypervelocity

conditions in this work.
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Figure 1.3: a: “Effect of Mach number of the maximum spatial amplification rate
of the first and second mode waves... Insulated wall, wind-tunnel temperatures”
Mack (1984). At above Mach 4 the acoustic mode, which is two dimensional in
nature, dominates the first mode. b: Example linear stability diagram computed
from PSE-Chem for flow over a 5 degree half-angle cone, as in shot 2789 in T5. The
stream-wise imaginary wavenumber is shaded for unstable values, and more darkly
for more unstable values. The KUE/(2δ) scaling of the most amplified frequency is
shown as a thin white line, where K is a constant of proportionality that can range
from 0.6-1.1.

1.3 Geometrical Acoustic Motivation4

In this section the acoustic instability is examined with a geometrical acoustic ap-

proach. The propagation of acoustic waves within the boundary layer is profoundly

4This material is adapted from Parziale et al. (2013b).
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influenced by the velocity and sound speed gradients created by the action of viscosity

and heat conduction within the layer. These gradients form a waveguide that may

trap acoustic waves and provide a mechanism for the formation of large amplitude

disturbances. This suggests that geometrical acoustic analysis of these waveguides

can provide insights into the potential for boundary-layer acoustic instability. Here,

we outline the basics of geometric acoustics, apply the ray-tracing technique to ex-

ample problems, and then to high-speed boundary layers. The refractive behavior of

different high-speed boundary-layer profiles is compared.

The approach follows the classical ray-tracing approach to geometrical acoustics

in which the propagation of a wave-front is calculated by computing the paths (rays)

along which a point on the wave-front moves (Pierce, 1989, Thompson, 1972). From a

physical point of view, geometrical acoustics is a high-frequency approximation that

is valid when: 1) the wavelengths are small compared to the geometrical features

in the flow, in this case the thickness of the boundary layer; 2) the amplitude and

front curvature do not vary too rapidly along the wave-front; 3) cusps or folds (caus-

tics) do not form in the wave-front. In high-speed boundary-layer profiles, the most

amplified acoustic wavelength is known to be approximately 2 boundary-layer thick-

nesses (Mack, 1984) and caustics are known to form (G. A. Kriegsmann and E. L. Reiss)

so we acknowledge from the outset that our results may be limited in quantitative

applicability and will be more qualitative in nature.

The rate of change of the position of a point xp on the wave-front can be written

as,

dxpi

dt
= nic+ vi = vray,i (1.1)

where vi is the local velocity, c is the local sound speed, and ni is the unit normal to

the wave-front τi (Fig. 1.4). The speed of the wave-front normal to itself (c+ nivi) is

in general different than the magnitude of the ray velocity |nic+vi|. The evolution of

the unit normal ni is cumbersome to compute directly, so the formulation by Pierce
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xi

nic
vi

nic+ vi = vray,i

τi at t

τi at t+∆t

Figure 1.4: Vector addition to find the velocity of the rays.

(1989) is used where the wave-front is described in terms of the wave-slowness vector

(si = ▽τi),

dxi

dt
=

c2si
Ω

+ vi, (1.2a)

dsi
dt

= −
Ω

c

dc

dxi
−

3
∑

j=1

sj
dvj
dxi

, (1.2b)

where,

Ω = 1− visi, (1.3a)

si =
ni

c+ nivi
. (1.3b)

1.3.1 Example Problems

Solutions to two example problems are presented here to provide basic insight into

geometric acoustics as well as to test our numerical methods. The first test problem

is an adaptation from the work of Goodman and Duykers (1962). Analytic solutions

for ray paths are found for a quiescent gas with a parabolic sound speed profile of

the form c = c0 + α2y2, with 1/c2 = (1/c20)(1 − y2/L2), and L =
√

c0/2α2. In the
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example presented here, c0 = 340 m/s, α =
√

c0/10, and a rigid boundary at y = 0 is

imposed. The solution for a ray path with initial angle of inclination to the horizontal

θ0, is

y/L = sin θ0 sin (x/(L cos θ0)) . (1.4)

This solution (solid line) and results from numerically integrating Eqs. 1.2 (circular

markers) are shown to agree favorably in Fig. 1.5. In this scenario, sx is a constant,

per Eq. 1.2b. To calculate the point at which acoustic rays are refracted back to the

surface, it is recognized that the ray direction is parallel to the unit normal, n, when

horizontal (Pierce, 1989), and from Eq 1.3b,

sx =
cos θ0

c0 + cos θ0vx0
= ch + vxh, (1.5)

where the subscript 0 indicates the local value at ray origin, and the subscript h

indicates the local value where the ray is horizontal. Using this observation, the

wall-normal distance where the ray is refracted back to the surface can be obtained

algebraically. The predicted height (dashed line) shows favorable agreement with the

analytic and numerical results in Fig. 1.5. Note that the acoustic rays are refracted

towards a sound speed minimum, consistent with the vertical component of Eq. 1.2b.

The second test problem is ray-tracing through the Sound Fixing and Ranging

(SOFAR) channel, as previously computed by Munk (1974), who assumed that the

sound speed in the ocean, c, varies as c = c(y) = c1(1 + ǫ(η(y) + e−η(y) − 1)), due to

temperature and density gradients, where c1 = 1.492 km/s, ǫ = 0.0074, η = η(y) =

(z − z1)/(z1/2), and z1 = 1.3 km. Numerical integration of Eqs. 1.2 with this sound

speed profile gives reasonable visual agreement with Munk’s results, although precise

quantitative comparison is not possible (Fig. 1.6). Acoustic rays are observed to be

refracted to a sound speed minimum, which is consistent with Eq. 1.2b.
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Figure 1.5: A slight modification to the problem posed by Goodman and Duykers
(1962), with the analytical solution (solid line), numerical integration (circular mark-
ers), and predicted turning height (dashed line) showing good agreement. Initial
angle of inclination of acoustic ray to the surface: θ0 = 30◦, 60◦. The sound speed
profile is plotted on the left.
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Figure 1.6: Replication of the case done by Munk (1974), tracing acoustic rays through
the SOFAR channel. The ordinate marks depth from the ocean surface, and the initial
angle of the ray to the horizontal is denoted in degrees by a number overlaid on the
line.

1.3.2 High-Speed Boundary Layers

Geometric acoustic implications for a selection of high-speed boundary-layer profiles

are presented in this section. Boundary-layer profiles are computed using the sim-

ilarity solution for a laminar, compressible, perfect-gas flow on a flat plate (White,

2006). It was noted in the previous section that acoustic rays tend to be refracted

towards sound speed minima. The mean flow of the boundary layer modifies this and

the rays are refracted towards u+ c minima, consistent with the vertical component

of Eq. 1.2b. Three different profiles are presented in Figs. 1.7(a), 1.7(b), and 1.7(c)
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to illustrate a range of u+ c profiles that are possible.
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Figure 1.7: a: Boundary-layer profile for ME = 1, γ = 7/5, TW = Tad. b: Boundary-
layer profile for ME = 6, γ = 7/5, TW = Tad. c: Boundary-layer profile for ME = 6,
γ = 7/5, TW = Tad/10. Each velocity profile (u/uE) is normalized by the edge value
(dash-dot). Each sound speed profile c/cW is normalized by the value at the wall
(dashed). Each combined profile (u+ c)/(uE + cE) is normalized by the edge values
(solid).

Using Eq. 1.5, and assuming that the flow is locally parallel, the maximum angle

that is refracted back to the surface can be found. We postulate that the larger this

angle, the more unstable the boundary layer due to the larger amount of acoustic

energy trapped within the layer. The maximum angle of inclination is computed

for rays originating at the surface of the plate for a range of Mach numbers (ME =

0.25−8) with an adiabatic wall and three different ratios of specific heats in Fig. 1.8(a).

The maximum angle increases with increasing Mach number, reaching a constant

value for ME ≥ 5. Wall temperature ratio (TW/Tad, where Tad is the adiabatic wall

temperature) is another important parameter in determining the maximum initial

angle of inclination for rays originating at the surface of the plate (Fig. 1.8(b)); at

ME = 6, colder walls are observed to trap more acoustic rays. In Fig. 1.8(c), the
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wall normal distance of the origin of the acoustic ray is varied for an adiabatic plate

with ME = 6. Fewer rays are trapped as the ray origin is translated from the surface.

The results in Figs. 1.8(a), 1.8(b), and 1.8(c) do not change with Rex, where x is the

distance from the leading edge, because the flow field is assumed to be locally parallel

and the boundary-layer profiles are self-similar.

The non-parallel nature of the flow field can be included by interpolating the

velocity and sound speed profiles calculated from the similarity solution for a certain

range of Rex and solving Eqs. 1.2. In Fig. 1.9, ray traces originating from the surface

of an adiabatic flat plate with ME = 1 and γ = 7/5 with an initial angle of inclination

of θ0 = 56◦, 57◦, 58◦ are observed to bracket the value predicted in Fig. 1.8(a). The

edge Mach number is increased to 6 for the rays in Fig. 1.10 and ray traces with an

initial angle of inclination of θ0 = 67◦, 68◦, 69◦ bracket the maximum value predicted

in Fig. 1.8(a). Changing the boundary condition at the wall to TW = Tad/10 should

increase the maximum initial angle of inclination per Fig. 1.8(b). This is reflected in

the rays with an initial angle of θ0 = 82◦, 83◦, 84◦.
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Figure 1.8: a: Largest angle of inclination to the plate of acoustic ray that is refracted
back to the surface, ME = 0.25− 8, γ = 6/5, 7/5, 5/3, TW = Tad. b: Largest angle of
inclination to the plate of acoustic ray that is refracted back to the surface, ME = 6,
γ = 6/5, 7/5, 5/3, TW = KTad, where K is varied between 10−2 and 5. c: Largest
angle of inclination to the plate of acoustic ray that is refracted back to the surface
at different wall normal origins, ME = 6, γ = 6/5, 7/5, 5/3, TW = Tad.
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Figure 1.9: Ray traces for ME = 1, γ = 7/5, TW = Tad, with θ0 = 56◦, 57◦, 58◦ at
Rex0 = 1× 105.
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Figure 1.10: Ray traces for ME = 6, γ = 7/5, TW = Tad, with θ0 = 67◦, 68◦, 69◦ at
Rex0 = 1× 105.
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Figure 1.11: Ray traces for ME = 6, γ = 7/5, TW = Tad/10, with θ0 = 82◦, 83◦, 84◦

at Rex0 = 1× 105.
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1.3.3 Summary

Ray-tracing in high-speed boundary layers has been used to explore the potential for

acoustic energy trapping as function of edge Mach number, wall temperature ratio,

and thermodynamic parameters. We proposed a figure of merit for acoustic energy

trapping as the critical angle of inclination for rays originating in the boundary that

are trapped, i.e., these rays always stay within the boundary layer. Using this concept,

we find that an increasing amount of acoustic energy is trapped with increasing edge

Mach number (ME), and decreasing wall temperature ratio (TW/Tad). These trends

agree qualitatively with the results of high-speed boundary-layer stability calculation

by Mack (1984).

1.4 Motivation For Hypervelocity Instability Study

“High-enthalpy” or “hypervelocity” fluid-mechanics research is the study of high-

speed flow fields “that are both hypersonic and high velocity, rather than merely

hypersonic” (Stalker, 1989). The term “hypersonic” generally refers to flows with a

characteristic Mach number of greater than five, but the term “high velocity” is more

relative. Following Hornung (1993), we estimate the ordered-kinetic energy of the

free-stream gas flowing over a vehicle moving at U∞ as U2
∞/2; so, a vehicle moving

at 3 km/s or 6 km/s results in ordered kinetic energies of 4.5 MJ/kg or 18 MJ/kg,

respectively. These large ordered kinetic energies can be of the same order as the

characteristic thermo-chemical energy scales in a flow-field of interest; for example,

the characteristic energies of dissociation (D) and vibrational excitation (Eν) for N2,

O2, and CO2 are listed in Table 1.1.5 When the free-stream ordered kinetic energy

is a significant fraction of the characteristic energy of dissociation or vibration, these

5The tabulated thermo-chemical data is adapted from McQuarrie (2000). For CO2, the reaction
CO2 → CO + 1

2
O2, and the lowest energy doubly degenerate mode of vibrational excitation are

considered.
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effects can be present in the flow-field.

Table 1.1: Characteristic thermo-chemical energies
DN2

DO2
DCO2

EνN2
EνO2

EνCO2

33.6 MJ/kg 15.4 MJ/kg 6.3 MJ/kg 1000 kJ/kg 590 kJ/kg 180 kJ/kg

For blunt-body flows, dissociation of the free-stream gas can occur, which can

result in lower temperature and higher density than if the gas were thermo-chemically

frozen. This can change the shockwave shape and stand-off distance over a vehicle,

which can change the surface pressure distribution and heat-flux.

An essential aspect of studying hypersonic slender-body boundary-layer instability

at high enthalpy is characterizing the energy exchange between the thermo-chemical

and fluid-mechanical processes. These effects are termed “high-enthalpy effects” on

boundary layers. Thermo-chemical processes are only relevant at high-enthalpy con-

ditions where the ordered kinetic energy of the flow is high enough so that chemical

reactions and relaxation processes occur. If the energy is high enough, and if the

fluid-mechanical and thermo-chemical processes proceed at comparable time scales,

then energy exchange may occur.

Of particular interest is the exchange of energy between the high-frequency acous-

tic instability in a hypersonic boundary layer and molecular vibrational relaxation

processes. For certain conditions, the time scale of the instability which goes as the

edge velocity on twice the boundary-layer thickness (f ≈ UE/(2δ)) is of the order

1 MHz. Vibrational relaxation processes can be of this time scale at conditions in a

hypersonic boundary layer, so energy exchange may occur, and the instability could

be damped.

1.4.1 Energy Exchange and pdV Work

In a non-equilibrium gas, the sound speed is not unique because the thermodynamic

state is defined by three variables, i.e., mass-specific entropy can be defined as s =
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s(p, ρ, q), where q is a non-equilibrium variable (Vincenti and Kruger, 1965). The

frozen sound speed (a2f = (∂p/∂ρ)s,q) is evaluated with q fixed, and the equilibrium

sound speed (a2e = (∂p/∂ρ)s,q∗) is evaluated with the non-equilibrium variable q = q∗

at its value if the gas were in local equilibrium. The ratio of frozen sound speed

to equilibrium sound speed (af/ae) is a measure of the capacity of a gas to absorb

acoustic energy.

Following section 4 of chapter 8 in Vincenti and Kruger (1965), a model of a piston

harmonically oscillating in a constant area duct occupied by a non-equilibrium gas

can be used as an example of how acoustic waves may be damped by an exchange of

energy with the gas. An indication of the absorption of acoustic energy can be shown

on a P -v diagram. P -v cycles of an acoustic wave oscillating at angular frequency

ω with the time scale of relaxation τ show that an ellipse of finite width is traced

when the pressure and density of the gas are out of phase (Fig. 1.12(a)). If the

sound-speed ratio (af/ae) is fixed at a number that is larger than unity, and the time

scale matching is varied, the ellipse thickness varies with the time scale (ωτ), and is

thickest when the scale is of order 1. The ellipse thickness indicates the possibility

of pdV work, which may be interpreted as an exchange of energy from the acoustic

wave to the internal energy of the gas; the broader the ellipse, the greater the energy

exchange. Qualitatively, two requirements for energy exchange are evident: 1) the

time scales of relaxation and acoustic wave oscillation must be similar, and 2) the gas

must have sufficient internal vibrational or rotational energy so that energy exchange

is possible.
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Figure 1.12: a: P -v cycles of an acoustic wave with a time scale match (ωτ = 1), with
different ratios of sound speed (af/ae) b: for a fixed sound-speed ratio (af/ae), P -v
cycles for disparate time-scale ratios (ω/τ). This illustrates the two requirements for
pdV energy exchange: 1) the time scales of relaxation and acoustic wave oscillation
must be similar, and 2) the gas must have sufficient internal energy so that energy
exchange is possible.

1.4.2 Simple Acoustic-Wave Attenuation Model

A simple acoustic-wave attenuation model is introduced in this subsection. Following

the development in Pierce (1989) and Thompson (1972), the absorption coefficient αa

for a gas where there is a small contribution to the heat capacity from the vibrational

degree of freedom (cv,i ≪ cp)can be written as,

αa = αc +
∑

i

αr,i, (1.6a)

αc =
µω2

2ρLa3f

(

4

3
+

γf − 1

Pr

)

, (1.6b)

αr,i =
π(γf − 1)cv,i

λcp

ωτi
1 + (ωτi)2

. (1.6c)

Here, αc is the classic absorption coefficient due to viscous and thermal attenuation,

µ is the viscosity, ρL is the mean local density, af is the frozen sound speed, γf

is the frozen ratio of specific heats, and Pr is the Prandtl number. Additionally,

αr,i is the absorption by relaxation process i with relaxation time τi, and, λ and ω
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are the wavelength and angular frequency of the acoustic wave, respectively; cv,i is

the constant-volume specific heat contribution from a relaxation process i (e.g. the

vibrational mode of N2), and cp is the equilibrium constant-pressure specific heat.

The classic absorption coefficient result is from Stokes and Kirchhoff, so it is

termed SK attenuation (Thompson, 1972). Also in Thompson (1972), the SK atten-

uation results are supported by summarized experimental data up to a time scale

where the collision rate becomes comparable; the scale µω/P = 0.1 is suggested,

where µ is the local viscosity, ω is the angular frequency of the disturbance, and P

is the local pressure. This implies that the SK attenuation coefficient can be used to

≈ 5 MHz for conditions in a typical boundary layer during a T5 test.
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Figure 1.13: a: The absorption coefficient for a single relaxation process normalized
by its maximum value illustrating the time scale dependence. b: The ratio of frozen
to equilibrium sound speed as a function of the ratio of the temperature (T ) to
characteristic vibrational temperature (Θv) for a linear polyatomic molecule with a
single non-degenerate relaxing vibrational degree of freedom.

From Eq. 1.6c it is clear that the absorption coefficient due to a relaxation pro-

cess is highly time scale dependent, this is highlighted in Fig. 1.13(a). Additionally,

the frozen to equilibrium sound-speed ratio (af/ae) is an indicator of the magnitude

of (λαr,i)max. For a chemically frozen gas, this is a function of the extent to which

a vibrational degree of freedom is excited. The temperature dependence for a lin-
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ear polyatomic molecule with a single non-degenerate relaxing vibrational degree of

freedom is highlighted in Fig. 1.13(b).

The absorption coefficient for CO2 is of particular interest because there is a

doubly-degenerate vibrational mode at moderate characteristic temperature, Θv =

960 K; this is relatively low compared with the characteristic temperatures of vibra-

tion for N2 and O2, which are 3374 K and 2260 K, respectively. The implication is

that CO2 has a relatively high capacity to attenuate high-frequency waves, possibly

even those in the boundary layer of a high-speed vehicle. The assumption that the

contribution to the specific heat capacity from the vibrational degree of freedom is

small (cv,i ≪ cp) is not valid in the temperature ranges discussed here. For this rea-

son, the wavenumber is found from the dispersion relation for a relaxing gas given as

Eq. 10-8.7 in Pierce (1989), and the imaginary portion is reported as the absorption

coefficient.

An example absorption coefficient curve (Fig. 1.14(a)) highlights the relative spec-

trum of attenuation due to SK dissipation and vibrational relaxation for CO2 at

P = 25 kPa, T = 1500 K. These results show attenuation of ≈5-30% per wavelength

over a large frequency band. This is a large value for the absorption coefficient when

compared with that of N2 for the same conditions (Fig. 1.14(b)).

In these calculations, the relaxation rates for CO2 and N2 are taken from Camac

(1966) and Millikan and White (1963), respectively. In Camac (1966), it is observed

that all four vibration modes relax at the same rate, and the data are summarized

along with eight other references where vibrational relaxation data were reported

at lower temperatures. Gaydon and Hurle (1963) caution that “[t]he relaxation of

carbon dioxide is very sensitive to the presence of impurities,” which can effectively

reduce the relaxation time. The thermodynamic data were calculated using statisti-

cal mechanics, as in McQuarrie (2000). The thermodynamic properties are checked

against the tabulated data for CO2 and N2 in chemical-thermodynamic equilibrium
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Figure 1.14: a: Absorption coefficient for CO2 at P = 25 kPa, T = 1500 K. The solid
line represents the total absorption coefficient, which is the sum of the viscous-thermal
term (dotted line), and the term due to the vibrational relaxation (dash-dot line).
b: Absorption coefficient for N2 (dotted line) and CO2 (solid line) at P = 25 kPa,
T = 1500 K.

in McBride et al. (2002) using Cantera (Goodwin, 2003). The viscosity is evaluated

from curve fits as in Blottner et al. (1971).

1.5 Hypervelocity Transition in T5

Boundary-layer stability and transition in high-enthalpy facilities has been studied

extensively for 20 years in the T5 hypervelocity shock tunnel. Germain (1993) and

Germain and Hornung (1997) conducted a series of transition experiments on a sharp

5 degree half-angle cone at zero angle of attack in the T5 hypervelocity shock tun-

nel. Transition Reynolds number was measured for a range of free-stream condi-

tions and gasses. The transition Reynolds number was determined by noting the

location of departure of laminar heating rates. The surface heating rates were mea-

sured by heat-transfer gauges constructed of type E thermocouples (manufactured by

Medtherm Corporation) that were mounted flush to the surface. Germain found that

the transition Reynolds number increases with increasing reservoir enthalpy, when

normalized by the reference conditions. This effect is more pronounced in gasses
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with lower dissociation and vibrational energies. Additionally, resonantly enhanced

shadowgraphy was used to characterize the flow structures. Based on these results,

Germain and Hornung proposed that the dominant instability mechanism was the

Tollmien-Schlichting mode in those experiments.

Transition and stability work on a sharp 5 degree half-angle cone in T5 continued

in the 1990’s, as reported in Adam (1997) and Adam and Hornung (1997). They

too note that transition Reynolds number increases as the reservoir enthalpy is in-

creased, and this effect is more pronounced in CO2 than in air. Adam then used the

tabulated transition Reynolds numbers based on reference temperature and found

the results to be “within striking distance” of Re-entry F free-flight data reported in

Wright and Zoby (1977). Adam also used BLIMPK6 to compute the non-similar non-

equilibrium boundary-layer profiles on the cone to understand the extent to which the

frictional heating affected the thermo-chemical properties of the boundary layer, i.e.,

quantifying the dissociation level of different gases at different condition as a function

of distance along the cone surface.

Boundary-layer stability control research then followed in T5, as reported in

Rasheed (2001) and Rasheed et al. (2002). In that work, researchers used a novel pas-

sive scheme to damp the acoustic instability in a hypervelocity boundary layer on a

five degree half-angle cone. Half of the surface of the test article was allocated to serve

as a smooth control, and the opposing half was an ultrasonically absorptive surface.

The transition Reynolds number on the smooth surface was consistent with previous

work, while the half with the ultrasonic absorptive surface exhibited significant in-

creases in transition Reynolds number. Because the passive boundary-layer instability

control scheme was aimed at damping the acoustic instability, and the scheme proved

effective in increasing the transition Reynolds number, one might conclude that the

most unstable mode is acoustic in nature, not the viscous or Tollmien-Schlichting

6BLIMPK stands for Boundary Layer Integral Matrix Procedure with Kinetics, and more infor-
mation can be found in Bartlett and Kendall (1968).
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mode as suggested in Germain (1993) and Germain and Hornung (1997).

Fujii (2001) and Fujii and Hornung (2003) investigated attachment line boundary-

layer transition on a swept cylinder in T5. Most relevant to the present work were

the efforts made to quantify the role of energy exchange between the boundary-layer

instability and the fluid, which is described in detail in Fujii and Hornung (2001).

They proposed that if the time scale of a relaxation process in gas is nearly matched

to the time scale of the acoustic instability in the boundary layer, significant energy

may be scrubbed from the instability. This removal of energy from the boundary-layer

instability would ultimately manifest itself as an increase in boundary-layer transition

Reynolds number. Quantitative results for absorption were computed from a model

of high-frequency sound waves propagating through a relaxing gas.

Further boundary-layer instability control research has continued in T5, as re-

ported in Leyva et al. (2009a,b) and Jewell et al. (2011, 2012, 2013). In this research,

the ultimate goal is to increase the transition Reynolds number in a test gas by intro-

ducing a different gas with lower dissociation and vibrational energies than the test

gas. By introducing a gas into the boundary layer that has thermo-chemical prop-

erties which may attenuate acoustic waves, the researchers suggest that the acoustic

instability will be damped, and the transition Reynolds number will be increased.

1.6 Project Scope and Outline

The disturbances preceding boundary-layer transition on a slender body at hyperve-

locity flight conditions are characterized in this work. A sharp five-degree half-angle

cone at zero angle of attack is used as the test article because of the canonical nature

of the geometry. Ground testing was performed in the T5 hypervelocity free-piston

driven reflected-shock tunnel to enable the study of thermo-chemical/fluid-dynamic

energy exchange.
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In chapter 2, operation of the T5 facility is described; the test procedure and

calculation of run conditions are presented with examples and estimates of error. In

chapter 3, the focused laser differential interferometry technique (FLDI) is used to

measure the hypervelocity boundary-layer disturbances and is characterized. In chap-

ter 4, results from the application of the FLDI technique to T5 flows are presented;

tunnel noise and boundary-layer disturbance spectra are highlighted. The results of

experiments where narrowband boundary-layer disturbances were observed at two

stations are analyzed in chapter 5. In chapter 6, the project is summarized.
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Chapter 2

Facility and Run Conditions

The test facility and method of calculating the run conditions are described in this

chapter. The test procedure is described in detail, noting alterations to past efforts.

The run conditions are calculated in three stages, the reservoir, the nozzle, and then

the mean flow over the cone. The propagation of error in these calculations is esti-

mated. Comments are made on the repeatability of T5 tunnel operation. Example

profiles are provided throughout this chapter for context.

2.1 Facility and Test Procedure

All measurements are made in T5, the free-piston driven reflected-shock tunnel at the

California Institute of Technology (Fig. 2.1). It is the fifth in a series of shock tunnels

designed to simulate high-enthalpy real gas effects on aerodynamics of vehicles flying

at hypervelocity speeds through the atmosphere. More information regarding the

capabilities of T5 can be found in Hornung (1992).

An experiment is conducted as follows: a 120 kg aluminum piston is loaded into

the compression tube/secondary reservoir junction. A secondary diaphragm (mylar,

127 µm thick) is inserted at the nozzle throat at the end of the shock tube near the test

section and a primary diaphragm (stainless steel, 7-10 mm thick) is inserted at the

compression tube/shock tube junction. The test section, shock tube, and compression
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Figure 2.1: A schematic of T5 with a blown up view of each of the major sections.

tube are evacuated. The shock tube is filled with the test gas (in the present study,

air, CO2, or N2 to 20-150 kPa), the compression tube is filled with a He/Ar mixture

to ≈ 45-150 kPa and the secondary reservoir is filled with air to ≈ 2-11 MPa. The air

in the secondary reservoir is released, driving the piston into the compression tube.

This piston motion adiabatically compresses the driver gas of the shock tunnel to the

rupture pressure of the primary diaphragm (≈ 20-120 MPa). Following the primary

diaphragm rupture, a shock wave propagates in the shock tube, is reflected off the

end wall, breaking the secondary diaphragm and re-processing the test gas. The test

gas is then at high temperature (≈ 2000-9000 K) and pressure (≈ 15-80 MPa) with

negligible velocity, and is then expanded through a converging-diverging contoured

nozzle to ≈ Mach 5.5 in the test section.

Throughout the testing campaign for this work, it became apparent that there

was opportunity to improve the quality of the flow over the model. Improvement was

made by using higher quality gas to fill the shock tube and by cleaning the shock

tube more thoroughly between experiments. The quality of the gas used to fill the

shock tube, and the shock tube cleaning procedure were fixed after shot 2760 because

consistent instability-measurement results were obtained. Fixing the experimental
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procedure was concurrent with the conclusion of the development phase of the project.

A more thorough explanation and examples of inconsistent and consistent instability-

measurement results are found in section 4.3.1.

2.2 Reservoir Conditions Calculation

Initial shock tube pressure P1, measured primary shock speed US, and reservoir pres-

sure PR, are used to compute the reservoir conditions for each shot. The primary

shock speed and initial shock tube pressure are used to calculate the thermodynamic

state of the gas after being processed by the primary and reflected-shock waves,

assuming thermo-chemical equilibrium. The gas pressure behind the reflected-shock

wave is changed isentropically, assuming chemical-thermodynamic equilibrium, to the

measured reservoir pressure to account for the weak expansion or compression waves

that are reflected between the contact surface and the shock tube end. Thermo-

chemical calculations are performed using Cantera (Goodwin, 2003) with the Shock

and Detonation Toolbox (Browne et al., 2006). The appropriate thermodynamic data

are found in the literature (Gordon and McBride, 1999, McBride et al., 2002). The

reservoir conditions for each experiment are tabulated in section A.1.

An example from shot 2789 shows the reservoir pressure time traces from the north

and south gauges1 in Fig 2.2(a). The mean between the gauges of the time-average

during the steady pressure period is shown in the text box along with the standard

deviation which serves as an estimate of error in the measurement.

An X-t diagram for shot 2789 is shown as Fig. 2.2(b). The pressure traces of the

four stations in the shock tube and the reservoir are plotted at their spatial locations.

The shock speed is calculated by dividing the transit distance by the transit time. The

shock speed between station 4 and the reservoir transducer is not reported because

1The north and south notation refers to the orientation of the pressure transducers that are
separated by 180◦ at the shock tube end.
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the reservoir pressure tap is not designed for accurate time of arrival measurements.

The shock speed between stations 3 and 4 is used for the thermo-chemical equilibrium

calculations because it is estimated by X-t diagram that this location corresponds to

the steady portion of the test gas slug (Bélanger, 1993).
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Figure 2.2: Left: Example reservoir pressure trace from shot 2789. In the reservoir
pressure trace, the north gauge’s trace is black; the south gauge’s trace is gray. Right:
X-t diagram showing the propagation of the incident shock of speed US, as well as
pressure traces at 5 stations along the shock tube from shot 2789.

2.3 Nozzle Calculation

The steady expansion through the contoured nozzle (outline in Fig. 2.3) from the

reservoir to the free-stream is modeled by the axisymmetric, reacting Navier-Stokes

equations as described in by Candler (2005), Johnson (2000), and Wagnild (2012).

The translational and rotational degrees of freedom are assumed to be in equilibrium.

The vibrational degree of freedom is allowed to deviate with equilibrium with the

translational/rotational modes. The boundary layer on the nozzle wall is assumed to

be turbulent and modeled by one equation as in Spalart and Allmaras (1992) with

the Catrisa and Aupoix (2000) compressibility correction. The grid is generated by

the commercial tool, Gridgen.
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Figure 2.3: An outline of the T5 contoured nozzle of area ratio 100.

2.3.1 Nozzle Freezing Examples

The term nozzle freezing is used to indicate when a chemical-thermodynamic reac-

tion rate is not high enough to match the characteristic time scale in the nozzle.

Typically, reaction rates are a strong function of temperature, and reactions cease if

the temperature drops too rapidly, hence the term freezing. This is a known issue

in ground-testing because the gas at the exit of the nozzle can be partially disso-

ciated and vibrationally excited relative to the desired free-stream condition that

corresponds to a free-flight condition. This issue and others pertaining to high-speed

ground-testing are discussed in broader context in Stalker (1989) and Hornung (1993).

The aim of the subsequent discussion is to give quantitative examples of the freez-

ing effect by showing the computed evolution of the translational/rotational temper-

ature (Tt/r), the vibrational temperature (Tv),
2 and the chemical composition along

the centerline in the nozzle when the test gas is air, CO2, and N2 at nominally sim-

ilar reservoir conditions (reservoir enthalpy hR ≈9 MJ/kg, and reservoir pressure

PR ≈17 MPa)3.

For air as the test gas, the translation/rotational and vibrational temperatures

do not have a discernible difference from each other, but are elevated relative to a

free-flight condition (Fig. 2.4(a)). NO and O are frozen downstream of the location

2The vibrational temperature (Tv), is a figure that defines the quantity of energy that excites
the vibrational degree of freedom. This is not to be confused with the characteristic temperature
of vibration, Θv = hν/kb, where h is Planck’s constant, kb is Boltzmann’s constant, and ν is the
frequency of the oscillator.

3the detailed conditions for shots 2767, 2773, and 2791 are tabulated in section A.1
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A/A∗=10, reducing the amount of O2 and N2 present at the nozzle exit (Fig. 2.4(b)),

where A/A∗ is the area ratio with respect to the area at the nozzle throat, A∗.
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Figure 2.4: Air shot (2767). Labels are placed at the nozzle exit (area ratio 100),
the other end of each line segment represents the value at the reservoir (area ra-
tio 9). The area ratio of 1 denotes the converging-diverging nozzle throat. Left:
Translation/rotational temperature Tt/r and vibrational temperature Tv for air. The
subscript R denotes the value at the reservoir. Right: Species recombination in the
nozzle for air.

To assess the effect of the dissociation products of air being frozen in the flow,

the difference in free-stream enthalpy and velocity is chosen to differentiate between

the gas in its computed thermo-chemical non-equilibrium state (Fig. 2.4(b)) with a

comparable equilibrium state. Cantera is used to compute the equilibrium thermo-

chemical state of the gas at the same free-stream temperature and pressure. At that

temperature and pressure, the air is nearly totally recombined (yNO < 0.02%)4, and

the free-stream enthalpy is 625 kJ/kg lower (≈ 7% of the reservoir enthalpy, hR),

resulting in an increase in velocity of 160 m/s (4%).

With CO2 as the test gas, the translation/rotational and vibrational temperatures

also do not have a discernible difference from each other, but are elevated relative to

a free-flight condition (Fig. 2.5(a)). CO and O2 concentrations are chemically frozen

downstream of the location A/A∗=10 at levels substantially higher than equilibrium

4yi is the mass fraction of species i.
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at the nozzle exit, reducing the amount of CO2 in the test gas(Fig. 2.5(b)). The

energy required to dissociate CO2 is lower than for O2 and N2 (quantitative values

of relative dissociation levels can be found for all conditions in section A.1). Because

it does not have correspondingly higher recombination rates, CO2 experiments tend

to have more free-stream dissociation than air or N2 experiments at similar reservoir

conditions. Comparing CO2 experiments relative to air experiments for similar reser-

voir conditions, the gas at the nozzle exit is of lower velocity and lower Mach number

because it is hotter and more dissociated.
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Figure 2.5: CO2 shot (2791). Labels are placed at the nozzle exit (area ratio 100),
the other end of each line segment represents the value at the reservoir (area ratio
9). The area ratio of 1 denotes the converging-diverging nozzle throat. Left: Trans-
lation/rotational temperature Tt/r and vibrational temperature Tv for CO2. The
subscript R denotes the value at the reservoir. Right: Species recombination in the
nozzle for air. The unlabeled line in (b) is the species O.

Dissociation products of CO2 being frozen in the flow also cause a difference in

free-stream enthalpy and velocity between the gas in its computed thermo-chemical

non-equilibrium state (Fig. 2.5(b)) and a corresponding equilibrium state. At the

same free-stream temperature and pressure, but in thermo-chemical equilibrium, the

CO2 is nearly totally recombined (99.8%), and the free-stream enthalpy is 2.4 MJ/kg

lower (≈ 27% of hR), resulting in an increase in velocity of 700 m/s (22.5%). This

loss due to thermo-chemical freezing is significantly more important for CO2 shots
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than for air or N2 shots.

With N2 as the test gas, the translation/rotational and vibrational temperatures

do have a discernible difference from each other, and are elevated relative to an

equilibrium condition at the nozzle exit (Fig. 2.6(a)). N2 has a higher dissociation

energy relative to air and CO2, and is high relative to the reservoir enthalpy in this

example, so there is almost no N at the nozzle exit (Fig. 2.6(b)). Comparing N2

shots to air shots, the gas at the nozzle exit is colder, less dissociated, and has higher

velocity and higher Mach number.
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Figure 2.6: N2 shot (2773). Labels are placed at the nozzle exit (area ratio 100),
the other end of each line segment represents the value at the reservoir (area ra-
tio 9). The area ratio of 1 denotes the converging-diverging nozzle throat. Left:
Translation/rotational temperature Tt/r and vibrational temperature Tv for N2. The
subscript R denotes the value at the reservoir. Right: Species recombination in the
nozzle for air. Labels are placed at the nozzle exit, the other end of each line segment
represents the value at the reservoir. The unlabeled line in (b) is the species N.

An estimate of the loss in free-stream velocity for shot 2773 due to the freez-

ing of the N2 in a partially vibrationally excited state can be estimated by follow-

ing Vincenti and Kruger (1965). Neglecting contributions from electronic effects, the

mass-specific internal energy can be written as

e = RT 2∂ lnQ

∂T
= RT 2

t/r

∂ lnQt

∂Tt/r

+RT 2
t/r

∂ lnQr

∂Tt/r

+RT 2
v

∂ lnQv

∂Tv
, (2.1)
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where Q is the partition function, which for the translational (subscript t), rotational

(subscript r), and vibrational (subscript (v) degrees of freedom are

Qt =

(

2πmkTt/r

h2

)3/2

V, (2.2a)

Qr = Tt/r/Θr, (2.2b)

Qv =
1

1− exp(−Θv/Tv)
, (2.2c)

where Tt/r is the translational/rotational temperature, Tv is the vibrational temper-

ature, m is the mass of N2, k is Boltzmann’s constant, and h is Planck’s constant.

This results in the internal energy

e =
3

2
RTt/r +RTt/r +

Θv/Tv

exp(Θv/Tv)− 1
RTv. (2.3)

For shot 2773, Tt/r = 804 K so the contribution to the internal energy is 597 kJ/kg,

and Tv = 3163 K so the contribution is 525 kJ/kg. If we assume that the vibrational

temperature were to relax to the translational temperature, Tv = 804 K, the contri-

bution to the internal energy would be 15 kJ/kg. To assess what effect this has on

the free-stream velocity the free-stream mass-specific enthalpy, h = e+p/ρ, is written

as

h =
7

2
RTt/r +

Θv/Tv

exp(Θv/Tv)− 1
RTv. (2.4)

The free-stream enthalpies of the gas when vibrationally excited and in thermody-

namic equilibrium are 1.4 MJ/kg and 850 kJ/kg, respectively. The total enthalpy

of the flow is h + u2/2 = 9.05 MJ/kg, so that if the gas were in thermodynamic

equilibrium, the free-stream velocity would be 128 m/s or 3.3% higher.
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2.4 Cone Mean Flow Calculation

The mean flow over the cone is computed by the reacting, axisymmetric Navier-

Stokes equations with a structured grid, and is part of the STABL software suite

which uses a data-parallel lower-upper relaxation (DPLR) method, as described by

Wright et al. (1996), Johnson (2000) and Johnson et al. (1998). For each experiment,

the computed mean flow properties are tabulated in section A.3 at the upstream FLDI

probe volume.

2.4.1 Example Boundary-Layer Thicknesses

Examples for the same three cases described in section 2.3.1 for air, CO2, and N2

are presented here to show the effects of changing the test gas on some mean flow

characteristics. Firstly, a comparison for a fixed reservoir condition shows that as

the test gas is changed, the boundary-layer thickness and Reynolds number vary

(Fig. 2.7(a)).
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Figure 2.7: Left: Boundary-layer thicknesses for shots 2767, 2773, and 2791.
The Reynolds number Res is based on the distance from the cone tip, and
the highest Reynolds number corresponds to the end of the 1 meter long
cone. Right: An effort to collapse the boundary-layer thickness with the scal-
ing δ ∝ M2

E/
√

Res/CW for 36 experiments (shots 2761 through 2797). F =

1/s
√

Res/Cw/ (5 + (1/10 + 1/5(γE − 1)M2
E)).
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It is hypothesized that the most important parameters of the boundary layer

typical on a five degree half-angle cone during runs in T5 are the edge Mach number

ME , the Reynolds number based on distance from the tip of the cone Res, and the

wall temperature ratio TW/TE . Following White (1991), the wall temperature ratio

can be incorporated into the scaling of the boundary-layer thickness by approximating

the Chapman-Rubesin parameter CW = ρWµW/(ρEµE) as CW ≈ (TW/TE)
−1/3. A

slight modification to the semi-empirical formula that appears in White (1991),

δ × F = δ/s
√

Res/Cw/
(

5 +
(

1/10 + 1/5(γE − 1)M2
E

))

≈ 0.3, (2.5)

appears to collapse the boundary-layer thicknesses from shot 2761 through 2797 fairly

well (Fig. 2.7(b)). This incorporates a broad range of CO2, N2, and air shots whose

conditions are tabulated in detail in section A. This is a correlation, so it can only be

used inside the range of conditions it is based on, and for estimation purposes only.

2.4.2 Comparison: DPLR to Similarity Solution

In Fig. 2.8(a), the velocity profiles computed with DPLR at edge Reynolds numbers

of 0.25×106, 0.50×106, and 1.00×106 for shot 2767 (air) are shown, along with the

similarity solution. The similarity solution requires the edge Mach number and ratio

of specific heats as inputs; it is evaluated with (dash-dot) and without (dashed) the

contribution from the vibrational degree of freedom. The DPLR computations and

the similarity solutions are quantitatively close in this range of Reynolds numbers.

For shot 2773 (N2), the velocity profiles are computed with DPLR and the similarity

solution with the Mach number and ratio of specific heats evaluated with (dash-

dot) and without (dashed) the contribution from the vibrational degree of freedom

(Fig. 2.8(b)); there is also no significant difference. Fig. 2.8(c) shows velocity profiles

for CO2, shot 2791, computed with DPLR, and the similarity solution with the Mach
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Figure 2.8: The similarity solution requires the edge Mach number and ratio of spe-
cific heats as inputs, and is evaluated with (dash-dot) and without (dashed) the
contribution from the vibrational degree of freedom. The DPLR solution for several
Reynolds numbers is represented by solid lines. Left: Velocity profiles for air, shot
2767, computed with DPLR, and the similarity solution. Center: Velocity profiles for
N2, shot 2773, computed with DPLR, and the similarity solution. Right: Velocity
profiles for CO2, shot 2791, computed with DPLR, and the similarity solution.

number and ratio of specific heats evaluated with (dash-dot) and without (dashed)

the contribution from the vibrational degree of freedom. The similarity solution

predicts a slightly lower velocity as compared with the DPLR computation. The

slightly lower velocity in the similarity solution in a CO2 flow may be the result of

estimating the Chapman-Rubesin parameter C = ρµ/(ρEµE) that appears in the

momentum and energy equation as a function of the temperature similarity variable

g, as C = ρµ/(ρEµE) = g−1/3; White (2006) states that this approximation is for

air, so applying it to CO2 may introduce an error. The normalized velocity profiles

computed by DPLR for the different test gases show no first-order type differences.

The temperature profiles for the same cases reveal behavior that more clearly

discriminates between the test gases at the same nominal reservoir condition. The

similarity solution without (dashed) the contribution from the vibrational degree of
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Figure 2.9: The similarity solution requires the edge Mach number and ratio of spe-
cific heats as inputs, and is evaluated with (dash-dot) and without (dashed) the
contribution from the vibrational degree of freedom. The DPLR solution for several
Reynolds numbers is represented by solid lines. Left: Temperature profiles for air,
shot 2767, computed with DPLR, and the similarity solution. Center: Temperature
profiles for N2, shot 2773, computed with DPLR, and the similarity solution. Right:
Temperature profiles for CO2, shot 2791, computed with DPLR, and the similarity
solution.

freedom appears to match the Tt/r calculated by DPLR at edge Reynolds numbers

of 0.25×106, 0.50×106, and 1.00×106 for shot 2767 (air, Fig. 2.9(a)) and shot 2773

(N2, Fig. 2.9(b)). The calculated Tt/r from DPLR for shot 2791 (CO2) appears to

split the temperature profiles calculated from the similarity solution when the edge

Mach number and ratio of specific heats are evaluated with (dash-dot) and without

(dashed) the contribution from the vibrational degree of freedom (Fig. 2.9(c)). The

temperature profiles for the different gases at the same nominal run condition exhibit

significant differences when compared to one another.
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2.4.3 Thermo-Chemical Boundary-Layer Profiles

The evolution of the chemical-thermodynamic profiles of the boundary layer is of

interest. At similar reservoir conditions, the mass fraction profiles are plotted at

several Reynolds numbers for air, N2, and CO2 in Fig 2.10. The mass fraction profiles

show no significant evolution. Furthermore, the mass fractions plotted in Fig. 2.10

are nearly identical to those used as the inputs to the mean flow solver in section A.2.

At these conditions, the flow is very nearly chemically frozen.
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Figure 2.10: Left: Mass fractions profiles for shot 2767, air, at ReE = 0.25, 0.50, and
1.00× 106; the profiles show no change. Center: Mass fractions for shot 2773, N2, at
ReE = 0.25, 0.50, and 1.00× 106; the profiles show no change. Right: Mass fractions
for shot 2791, CO2, at ReE = 1.00, 5.00 × 104, and 1.00 × 106; the profiles show no
change.

The evolution of profiles of translational/rotational temperature, Tt/r, and vibra-

tional temperature, Tv, show more interesting behavior (Fig. 2.11). The profiles of

Tt/r and Tv for shot 2767 (air) show the time scale of the evolution of temperature

is on the order of one cone length. Temperature profiles at ReE = 0.25, 0.50, and
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1.00 × 106 display typical relaxation behavior in the boundary layer. Note that the

vibrational relaxation occurs more quickly at the point in the boundary layer where

the temperature is higher as compared with the apparent lack of relaxation at the

boundary-layer edge. From Figs. 2.10(a) and 2.11(a), at these reservoir conditions,

air appears to be chemically frozen, and is vibrationally active with a time scale on

the order of one flow length (Lcone/UE).

The evolution of the Tv profiles for shot 2773 (N2) show very little relaxation to

the Tt/r profiles at ReE = 0.25, 0.50, and 1.00 × 106 (Fig. 2.11(b)). The boundary

condition at the wall is satisfied, Tv = Tt/r = 297, and the gas at the boundary-layer

edge and further from the wall is vibrationally hot (Tt/r < Tv). This results from the

free-stream flow having energy frozen in vibrational modes that were excited in the

reservoir (Fig. 2.6(a)). From Figs. 2.10(b) and 2.11(b), at these reservoir conditions,

N2 appears to be chemically frozen, and nearly vibrationally frozen, except for the

boundary condition at the wall.

For shot 2791 (CO2), the evolution of the Tv profiles show rapid relaxation to the

Tt/r profiles at ReE = 1.00, 5.00× 104, and 1.00× 106 (Fig. 2.11(c)). The relaxation

process is nearly complete at an edge Reynolds number of 5.00×104. This corresponds

to a time scale on the order of δ/UE. Figs. 2.10(c) and 2.11(c) indicate that at these

reservoir conditions, CO2 appears to be chemically frozen, and vibrationally active at

time scales similar to the scaling of the acoustic instability ≈ 1.25δ/UE. In part, this

is what makes studying instability in CO2 flows in a reflected-shock tunnel relevant.

The Landau and Teller (1936) formulation of translational/rotational and vibra-

tional energy exchange used in Johnson (2000) and Wagnild (2012) as the vibrational

energy source term is

Qt/r−v =

nd
∑

i=1

ρi
ev−eq − ev

τi
, (2.6)

where i is a polyatomic species, nd is the number of polyatomic species, ρi is density of
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Figure 2.11: DPLR computations. In each plot, profiles at three Reynolds numbers
are shown, Tv is dashed, Tt/r is solid, they relax towards each other as Res increases.
Left: Temperature profiles for shot 2767, air, at ReE = 0.25, 0.50, and 1.00 × 106;
the profiles show relaxation. Center: Left: Temperature for shot 2773, N2, at ReE =
0.25, 0.50, and 1.00× 106; the profiles show no change. Right: Temperature for shot
2791, CO2, atReE = 1.00, 5.00×104, and 1.00×106; the profiles show rapid relaxation.

the polyatomic species, ev is the local vibrational energy, ev−eq is the local equilibrium

vibrational energy. The weighted time scale of relaxation for species i is

τi =

∑ns
r=1 ρr/Mr

∑ns
r=1 ρr/Mr/τi,r

, (2.7)

where r is the collisional partner, ρr is the density of the collisional partner, Mr is the

molecular weight of the collisional partner, and τi,r is the relaxation of polyatomic

species i with collisional partner r. For N2, O2, NO, and CO, the semi-empirical curve
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fits from Millikan and White (1963) are used and have the form

τi,r = exp(Ai,rT
−1/3 +Bi,r)/P, (2.8a)

Ai,r = 1.16× 10−3µ
1/2
i,r θ

4/3
v,i , (2.8b)

Bi,r = −0.015Ai,rµ
1/4
i,r − 18.42, (2.8c)

µi,r =
MiMr

Mi +Mr
, (2.8d)

where P is in atmospheres, and θv,i is the characteristic temperature of vibration

of species i. For CO2, the four vibrational modes relax at the same rate, and the

relaxation rates are taken from the fits to the data in Camac (1966),

τCO2
= exp(36.5T−1/3 − 3.9)/P, (2.9)

where τCO2
is in microseconds, T is in Kelvin, and P is in atmospheres.

From Eqs. 2.7, 2.8, and 2.9, using the edge conditions as representative proper-

ties (tabulated in section A.3), quantitative estimates of characteristic times scales of

relaxation can be made. For shot 2767 (air), τN2
, τO2

, and τNO are calculated to be

29 ms, 150 µs, and 2 ms, respectively. Due to the faster relaxation time and moderate

mass fraction, O2 likely dominates the translational/rotational and vibrational trans-

fer of energy per Eq. 2.6 in air flows near these reservoir conditions. This qualitatively

matches the previously observed relaxation time scale of Lcone/UE = 1 m/3700 m/s

≈ 270 µs (Fig. 2.11(a)). The observed lack of vibrational relaxation for shot 2773

(N2) is again apparent, as the calculated relaxation time is τN2
= 950 ms.

For shot 2791 (CO2), τCO2
, τO2

, and τCO, are 2.3 µs, 85 µs, and 4 ms, respec-

tively. Because of the high mass fraction, fast relaxation time, and multiple relaxing

vibrational modes, CO2 likely dominates the translational/rotational and vibrational

transfer of energy per Eq. 2.6 in CO2 flows near these reservoir conditions. The pre-

viously observed relaxation time (δ/UE = 1 mm/3000 m/s ≈ 0.33 µs), is close to the
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order of the calculated value for τCO2
.

−1000 0 1000 2000 3000 4000 5000
0

0.5

1

1.5

2

2.5

3

u+ a, u− a (m/s)

y
(m

m
)

u− a u+ a

Figure 2.12: u±a profiles at edge Reynolds number of 1×106 for shot 2767 (air, solid
line), shot 2773 (N2, dash-dot line), shot 2791 (CO2, dashed line).

According to Fedorov (2011), modes of instability in high-speed boundary layers

have time scales and length scales close to those of fast and slow acoustic waves, in

particular when close to the leading edge or tip of an article. The dimensional u± a

profiles are plotted in Fig. 2.12, noting that the sound speed does not include the

contribution(s) from the vibrational degree(s) of freedom. The difference between

u ± a with and without the contribution from the vibrational degree of freedom is

small (max ≈ 2%).

2.5 Uncertainty Estimate

In this section, the uncertainty associated with the run conditions is estimated. The

bias uncertainty is propagated through the data processing procedure. The repeata-

bility is discussed and supported with an FLDI example and a reference to earlier

work.
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2.5.1 Reservoir Conditions Bias Uncertainty Estimate

An estimate of the bias error of the reservoir conditions is made in this subsection.

The north and south reservoir pressure gauge time traces from shot 2789 are plotted

in Fig 2.2(a). The mean between the gauges of the mean during the steady pressure

period is boxed along with the standard deviation which serves as an estimate of error

in the measurement.

The uncertainty in shock speed due to viscous deceleration effects is estimated

to be 5%. The uncertainty in shock speed due to time of arrival measurement error

is estimated to be 5%. Combining these two errors in primary shock speed in a

root-mean-squared sense results in an uncertainty estimate of 7%.

The bias uncertainty in the reservoir conditions is estimated by considering the

propagation of error as in Kline and McClintock (1953), Coleman and Steele (1999),

and Beckwith et al. (2007). It is assumed that the uncertainty in the input parameters

(P1, PR, and US) will dominate the uncertainty that results from the calculation

method and the uncertainty in the tabulated thermodynamic data. The uncertainty

u in reservoir parameter QR is estimated as

uQR
=

√

(

uUS

∂QR

∂US

)2

+

(

uPR

∂QR

∂PR

)2

+

(

uP1

∂QR

∂P1

)2

, (2.10)

noting that derivatives cannot be found analytically and are approximated by the

finite difference method. Additionally, the input variables P1, PR, and US are not

correlated. Results from this estimate are tabulated in Table 2.1.

Table 2.1: Uncertainty in Reservoir Conditions
Input Output

Q P1 PR US hR TR ρR yN2
yO2

yNO yN yO
(kPa) (MPa) (m/s) (MJ/kg) (K) (kg/m3) (-) (-) (-) (-) (-)
70.0 56.4 3491 11.9 6934 24.53 0.696 0.024 0.115 0.017 0.147

u 0.5 1.8 244 1.3 480 2.36 0.005 0.010 0.012 0.010 0.017
u(%) 0.7 3.2 7.0 11 7 10 0.7 43 11 62 11
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2.5.2 Nozzle Calculation Bias Uncertainty Estimate

In this subsection, the bias uncertainty of the nozzle calculation is estimated. The

steady expansion of flows in thermo-chemical non-equilibrium is known to be sensi-

tive to inputs, particularly the static conditions (Ebrahim and Hornung, 1973, 1975).

The solver for the mean flow over the cone requires values from a single point (a

single value, not a field, for density, temperature, etc.). To best estimate what the

appropriate values are for this point, uncertainties due to the propagation of error in

the inputs to the nozzle code and uncertainty due to spatial inhomogeneity from the

output of the nozzle code are combined in a root-means-squared sense.

The nozzle code requires TR, ρR, and mass fractions (yi) as inputs from the reser-

voir calculation. The mass fractions are not considered as inputs in the following

uncertainty estimate because they are determined by TR and ρR. It is assumed that

the uncertainty in the input parameters dominates uncertainty that results from the

calculation method and the uncertainty in the tabulated thermodynamic/kinetic data.

The uncertainty u in nozzle exit parameter QX is estimated as

uQX
=

√

(

uTR

∂QX

∂TR

)2

+

(

uρR

∂QX

∂ρR

)2

+ 2Υ(TR,ρR)
∂QX

∂TR

∂QX

∂ρR
uTR

uρR, (2.11)

noting that derivatives cannot be found analytically and are approximated by the

finite difference method. The correlation between TR and ρR is included in this anal-

ysis as the third term in the square root in Eq. 2.11, where the correlation coefficient

is Υ(TR,ρR). Choosing Υ(TR,ρR) = 0 or Υ(TR,ρR) = ±1 results in little change in the

value for uQx
(≈ 0.1%), so that obtaining a value for Υ(TR,ρR) is not necessary.

Additionally, there is uncertainty in the nozzle exit conditions due to spatial in-

homogeneity. In Fig. 2.13 an overlay of contours of density in the nozzle, the five

degree half-angle cone, the oblique shock wave, and streamlines illustrate the cal-

culated spatial inhomogeneity as it pertains to this test series. Contours of density
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are chosen for illustration of the inhomogeneity because density has the largest spa-

tial standard deviations. The shock angle and streamlines are calculated from the

Taylor, G. I. and Maccoll, J. W. solution, assuming a nominal exit condition.
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Figure 2.13: An overlay of the computed density, cone, shock, and streamlines for
shot 2789. The units of density are kg/m3. The shock angle and streamlines are
calculated from the Taylor, G. I. and Maccoll, J. W. solution. Density represents the
largest spatial standard deviations.
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Figure 2.14: Zoomed-in presentation of density contours in nozzle.

The nominal exit condition is obtained by inspecting the volume of fluid that is

most important to boundary-layer analysis. We assume this to be the volume of gas

with streamlines that nearly intersect the boundary layer at the end of the cone. For

all experiments in this work no boundary-layer thickness exceeds 4 mm at the end of

the 1 m long cone, so the volume of gas that is to be spatially averaged has a radius

of 30 mm (Fig. 2.15). The length of the volume of gas to be averaged over is the

estimated uncertainty in the measured cone position, in this example 725 ± 25 mm
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Figure 2.15: The wall normal distance from the cone vs. the radius in the nozzle.

(Fig. 2.14). The spatial inhomogeneity is assumed to be the standard deviation of

the parameters in the chosen volume. The estimate of uncertainty in the calculated

values, per Eq. 2.11, and the spatial inhomogeneity are combined in a RMS sense and

tabulated in Table 2.2.

Table 2.2: Uncertainty in Nozzle Conditions

Input Output
Q ρR TR UX ρX PX TX TvX MX yN2

yO2
yNO yN yO

(kg/m3) (K) (m/s) (kg/m3) (kPa) (K) (K) (-) (-) (-) (-) (-) (-)
24.5 6934 4322 0.060 32.4 1824 1837 4.97 0.734 0.168 0.071 0.000 0.027

u 2.4 480 216 0.006 5.67 274 276 0.35 0.001 0.008 0.002 0.000 0.008
u(%) 9.6 6.9 5 10 18 15 15 7 0.1 5 2.5 - 30

2.5.3 Cone Flow Calculation Bias Uncertainty Estimate

The bias uncertainty in the cone mean flow solution is estimated in this subsection by

assessing the effects of the code inputs on the conditions at the edge of the boundary

layer. Again, it is assumed that the uncertainty in the input parameters (UX , TX and

ρX) will dominate the uncertainty that results from the calculation method and the

uncertainty in the tabulated thermodynamic/kinetic data. The uncertainty u in cone
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edge parameter QE is estimated as

uQE
=

√

(

uUX

∂QE

∂UX

)2

+

(

uTX

∂QE

∂TX

)2

+

(

uρX

∂QE

∂ρX

)2

, (2.12)

noting that derivatives cannot be found analytically and are approximated by the

finite difference method. The edge parameters are sampled at the location of the

upstream FLDI probe volume. The results are tabulated in Table 2.3.

Table 2.3: Uncertainty in Edge Conditions
Input Output

Q UX ρX TX UE ρE PE TE TvE ME δU
(m/s) (kg/m3) (K) (m/s) (kg/m3) (kPa) (K) (K) (-) (µm)
4322 0.060 1824 4248 0.074 46 2084 1949 4.57 1183

u 216 0.006 274 212 0.010 7 313 313 0.37 118
u(%) 5 10 15 5 14 15 15 15 8 10

2.5.4 Repeatability of Conditions

In this subsection, the variation of run conditions from shot to shot in the reflected-

shock tunnel is commented on, and examples of repeatable experiments are presented.

In Hornung (1992), the results from a series of five experiments in T5 are presented

with the goal of conveying how repeatable the reservoir conditions are. The shock

speed and reservoir pressure have low standard deviations on a shot to shot basis

(Table 2.4). This is one reason of why researchers that use T5 can seek trends in

their work with confidence.

Table 2.4: Shot Series Data from Hornung (1992)
Shot 140 141 142 143 144 STD

US (km/s) 4.76 4.72 4.76 4.74 4.78 0.02 (< 1%)
PR (MPa) 57 55 58 60 60 2.12 (< 4%)

During the tunnel noise campaign that is discussed in detail in section 4.1, a

Pitot rake was installed at the nozzle exit. The Pitot rake was instrumented with
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PCB113a21 piezo-electric pressure transducers and a PCB483M89 signal conditioner.

The signals were sampled at 500 kHz. Pitot pressure measurements at nominally the

same run conditions show that, at each location, the difference in Pitot pressure is

no more than 4% different from each other, except for the value near the nozzle wall

(150 mm) (Fig. 2.16(a)). The Pitot pressure measurement nearest to the wall was not

found to be reliable, possibly due to the nozzle-wall boundary layer or an unknown

experimental blunder.
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Figure 2.16: a: Pitot pressure measurements for shots 2691 and 2692. These shots
are performed at nearly the same operating conditions in air, and the Pitot pressures
at each location are no more than 4% different from each other, except for the value
near the nozzle wall (150 mm). The error bars represent the standard deviation of
the signal during the test time. b: Two instability measurements from shots 2694
and 2696 (CO2). These measurements are at the same nominal reservoir condition
and at the same spatial location on the cone. Note two aspects of agreement, the
peak amplitude and the peak frequency.

The agreement of two consecutive Pitot pressure measurements is useful, but this

evidence may be met with skepticism if a researcher would claim this repeatabil-

ity can be extended to something as sensitive as the instability of a hypervelocity

boundary layer. The most amplified frequency in a hypervelocity boundary layer is

f ≈ 0.8UE/(2δ), noting that δ ∝ M2
E/

√

Res/(TW/TE)−1/3 (Fig. 2.7(b)). This indi-

cates that the peak frequency is a strong function of the velocity and thermodynamic
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state at the edge of the boundary layer. Repeating the peak frequency at the same

nominal reservoir conditions would indicate excellent repeatability of the velocity and

static conditions at the boundary-layer edge. Furthermore, repeatability of the peak

amplitude in acoustic instability at the same nominal reservoir conditions would in-

dicate a small shot to shot variation of the noise environment. Excellent shot to

shot agreement for a CO2 shot is presented in Fig. 2.16(b). Shot to shot repetition

of the velocity and thermodynamic state at the edge of the boundary layer, and re-

peating the tunnel noise environment is crucial for researchers who seek trends in

hypervelocity boundary-layer instability, as is done in this work.
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Chapter 3

FLDI Measurement Technique

The focused laser differential interferometry (FLDI) measurement technique is pre-

sented in this chapter. For context, past research efforts to make instability measure-

ments within a high-speed boundary layer are reviewed. The experimental setup, the

methodology of extracting quantitative results, bench test results, and uncertainty

estimates are included.

3.1 Instability Measurement Technique Review

Measurements of the instability within the boundary layer on a sharp right cir-

cular cone at zero angle of attack at hypersonic Mach numbers have been made

with a number of measurement techniques. Kendall (1975), Demetriades (1977) and

Stetson et al. (1983, 1984, 1989) appear to have made the first measurements of the

acoustic instability with hot-wire anemometry. Demetrides observed that the fre-

quency of the instability, f , is proportional to the velocity at the boundary-layer edge

UE , and inversely proportional to the boundary-layer thickness, δ: f ∝ KUE/(2δ),

where K is a constant of proportionality, typically of value 0.6-0.9. In Kimmel et al.

(1996), extensive circumferential, streamwise, and wall-normal space-time correla-

tions of detailed hot-wire anemometry data form the basis of some understanding of

the boundary-layer instability structure.
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Piezo-electric pressure transducers with a resonant frequency of up to 1 MHz are

commercially available; these can be flush mounted to the surface of the test article

to record high-speed pressure fluctuations in the boundary layer. Fujii (2006) used

pressure transducers placed along a generator of a 5 degree half-angle cone to assess

the effect of a wavy-wall roughness on the growth of the boundary-layer instabil-

ity. Fujii et al. (2011) used the surface mounted pressure transducers to measure the

second-mode instability and its growth rate along a generator of the cone. Addition-

ally, the non-linear phase-coupling of the disturbances was analyzed by the bicoher-

ence method in that report. Casper (2009) and Berridge (2010) have made hypersonic

boundary-layer instability measurements with the same piezo-electric pressure trans-

ducers, performing their tests in a low-disturbance hypersonic facility.

Fast-response heat-flux gauges have also been utilized to measure the high-frequency

fluctuations in a hypersonic boundary layer. The atomic layer thermopile (ALTP)

developed by Roediger et al. (2008) is claimed to have a frequency response of up to

1 MHz. Roediger et al. (2009) utilized ALTP gauges to measure the second-mode

instability waves and compare the experimentally observed growth rates to growth

rates calculated from linear stability theory. Heitmann et al. (2011) utilized such

heat-flux gauges to measure instabilities that are artificially excited in a hypersonic

boundary layer with a pulsed Nd:YAG laser.

The grid and lens style focused schlieren setup was developed by Boedeker (1959)

and refined by Weinstein (1993) and Garg and Settles (1998). It is a candidate for

high-speed measurement of density fluctuation because of the fast response time

and nonintrusive nature. VanDercreek (2010), VanDercreek et al. (2010) utilized this

technique in their research, making measurements of the second-mode instability with

the focused-schlieren deflectometer as well as with piezo-electric pressure transducers.

Good agreement in the narrowband spectral content between the focused schlieren

setup and the pressure transducers was demonstrated. Resonantly enhanced focused-
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schlieren work in T5 has yielded some promising results (Parziale et al., 2011). Peaks

in the spectral content at frequencies consistent with the acoustic instability were

found along with detection of turbulent bursts; however, the method of resonantly

enhanced focused-schlieren makes quantitative interpretation of the results difficult.

Hofferth et al. (2013) used the focused schlieren technique to measure the second-

mode waves in a low-disturbance wind tunnel. The high SNR allowed bispectral

analysis of the data. Additionally, the researchers used the focused schlieren tech-

nique to assess the sensitivity of the most amplified disturbance to the cone’s angle

of attack.

Optical tracking of turbulent spots in the boundary layer on a cone has been

reported from T5. This was done by introducing trace amounts of a seed gas with

a strong line-strength (vaporized lithium) to the test gas, and focusing the sponta-

neous emission from a point of interest (the boundary layer) onto a fiber-coupled

photodetector (Parziale et al., 2012a). The data reduction scheme in this report was

complex and exhibited large error bounds. This work was ultimately unsuccessful in

measuring the boundary-layer instability.

Two-beam laser differential interferometry (LDI) is a measurement technique that

was used to experimentally characterize gas-dynamic flows by Smeets and George at

the French-German Research Institute of Saint-Louis (ISL) in the 1970’s (Smeets,

1972, 1973, 1974, 1977, Smeets and George, 1973). The technique is sensitive to

changes in optical path length that are related to density by the Gladstone-Dale

relation. Smeets and George proposed dozens of iterations of the two-beam inter-

ferometer which were cleverly applied to demonstrator-type problems in non-steady

gas-dynamics, steady compressible aerodynamics, and acoustics. Each of these itera-

tions of the LDI are clearly described with well annotated schematics in the previously

cited reports.

Laderman and Demetriades (1976) used the LDI method as a boundary-layer
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transition detection tool at Mach 3; they used a line-of-sight integrating LDI to detect

increases in the RMS fluctuations in the boundary layer and related the increases in

RMS fluctuation to transition to turbulence. Azzazy et al. (1985, 1986, 1987) dis-

cusses the LDI as a turbulence detection tool in a shear-layer, on a wind-tunnel wall

at low subsonic Mach number, and in a Mach 2.36 boundary layer. They appear to

have made measurements of transition in the shear-layer and on the subsonic wind-

tunnel wall, even resolving some low frequency (< 100 kHz) spectral content. They

discuss the possibility of “transition signal” detection in a Mach 2.36 boundary layer

with LDI, but the electronics used in that study were of insufficient frequency re-

sponse, and this could be one reason why they were unable to resolve any instability

or transition signals at Mach 2.36.

O’Hare (1985) used a form of LDI slightly different from that of Smeets and

George to detect hypersonic boundary-layer transition. The LDI in O’Hare (1985)

was a line-of-sight integrating setup that imaged a shift in the fringe pattern formed

on a wind tunnel wall by two beams, one of which probed the boundary layer, the

other traversed the mean flow outside of the boundary layer. What appear to be

second-mode type frequencies were observed to have some agreement with hot-wire

anemometry, although the SNR was poor and the frequency response appeared to

be adequate only up to less than 200 kHz. Collicott et al. (1996) suggests the use

of the LDI to make measurements of the instability in a Mach 4 boundary layer,

but follow-up reports cannot be readily found. Finally, Schneider (2004) suggests

that measurements of boundary-layer instability in impulse high-enthalpy hypersonic

wind tunnels, such as T5, would be “difficult.”
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3.2 Focused Laser Differential Interferometry

To measure the acoustic instability on a slender body in a large scale hypervelocity

ground-test facility (such as the T5 reflected-shock tunnel), six requirements of the

diagnostic are clear: 1) high sensitivity to an unstable quantity in the boundary layer,

2) high temporal resolution of the measurement technique (> 10 MHz), 3) high spatial

resolution to resolve the small wavelength of the disturbance (< 1 mm), 4) insensi-

tivity to mechanical vibration, 5) the capability to have a small focal volume near

the surface of the cone, and 6) a straightforward and repeatable means of extracting

quantitative data from the technique.

The focused laser differential interferometer (FLDI) meets these requirements. To

build on what has been reported in the literature, two essential aspects for instability

measurement with the LDI method are identified as the ability to focus, and advances

in technology.

The ability to focus, or make localized measurements of fluctuation, is necessary

because the turbulent shear-layers from the nozzle wall (noted as TSL in Fig. 3.1) in

our test facility can dominate a line-of-sight integrating optical measurement tech-

nique.1 The ability to probe only a small volume, especially in the spanwise direction,

significantly raises the achievable SNR relative to a line-of-sight integrating scheme.

Smeets (1973) utilized a scheme very similar to the one presented in this work. He

made measurements of localized turbulent fluctuations in a free-jet desktop type ex-

periment. Quantitatively characterizing instabilities on a test article in a large-scale

impulse hypersonic facility requires careful optical design. The layout is nominally

the same as in Smeets (1973), but the dimensions, kinematics, and plane of laser

beam separation are specifically designed for the purposes of hypervelocity instability

1This assertion is likely true for many conventional supersonic/hypersonic wind tunnels. This
assertion may even be true of high-speed low-disturbance tunnels because the “quiet core” may be
surrounded by regions of flow that are affected by noise radiated from a turbulent boundary layer
on the nozzle wall.
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measurement. The system is described in the following section 3.2.1.

Advances in technology have been crucial to the success of the measurement. Low-

cost high vertical-resolution digitizers that are able to operate at high sampling rate

for long duration are now available. This allows researchers to perform exceedingly

detailed measurements at sufficient speed for instability work. Additionally, high-

speed, low-cost, low-noise amplifiers are also now available. High-quality amplifiers

allow researchers to be prudent in how they wire the experiment for digitization,

specifically: how the signal is terminated, so that ambient electrical noise (RF) may

be reduced to acceptable levels.
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Figure 3.1: Annotated schematic of the FLDI. TSL, turbulent shear layer, L, Laser;
M, mirror; C1, 10 mm focal length lens; C2, 300 mm focal length lens; P, polarizer;
W, Wollaston prism; B, BK7 window; A, probe volume; D, photodetector; N, nozzle,
s1 = 718 mm, s2 = 515 mm, s3 = 300 mm
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3.2.1 Description of FLDI Setup

The laser used in this experiment is a Spectra-Physics Excelsior diode pumped solid

state continuous-wave laser (532 nm wavelength, 200 mW power). The high quality

beam (TEM00) does not require additional beam conditioning for use as an interfer-

ometer. Following the optical path in Fig. 3.1, starting from the laser (L), the beam

is turned by a periscope arrangement for precise directional control. The beam is

expanded by a lens, C1 (10 mm focal length), and linearly polarized by P1 at 45◦

to the plane of separation of the first Wollaston prism, W1 (United Crystals). The

normal to the plane of separation of W1 is chosen to be orthogonal to streamlines in

the boundary layer of the five degree half-angle cone. The prism splits the light by a

narrow angle (2 arc minutes) into orthogonally polarized beams. The separation of

the beams is fixed at 350 µm by a lens, C2 (300 mm focal length), while the diameter

of the beams is reduced to small values in the center of the test section. This ar-

rangement creates two beams with orthogonal polarization that traverse much of the

same optical path. The orthogonally polarized beams do not share the same optical

path within ±10 mm of the focal point (along the beam direction, centered at A in

Fig. 3.1). In this region the beams are calculated to be less than 100 µm in diameter,

and traverse separate but very closely spaced volumes; they are 350 µm apart (as-

suming 1/e2 Gaussian beam propagation, Siegman (1986)). It is primarily within this

small focal region that the diagnostic is sensitive to changes in optical path length

(OPL). The spatial resolution of the technique (700 µm) is set by doubling the beam

spacing to satisfy the Nyquist sampling theorem. Beyond the beam focus, the optical

paths are again common and an additional lens, C2 (300 mm focal length), re-focuses

the beams. The second Wollaston prism, W2, and polarizer, P2, recombine and then

mix the orthogonally polarized beams, such that the interference will be registered

as irradiance fluctuations by the photodetector. The response of the photodetector

(22.5 V battery biased FDS100 photodiode) is amplified at a gain of 5 for the single
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probe volume system and 25 for the double probe volume system (SRS SR445) and

digitized at 100 MHz by a 14-bit Ethernet oscilloscope (Cleverscope CS328A-XSE);

all leads are terminated at 50 Ohms.

3.2.2 Relation Between Density and Voltage

The FLDI technique detects differences in phase primarily due to the density dif-

ferences at the two focal regions, which are separated in the streamwise direction,

making the interferometer sensitive to spatial density differences in the streamwise

direction. A relation between the fluctuations in density and output voltage from the

photodetector is needed for post-processing. This relation is found by considering the

region within ±10 mm of the focal point, along the beam direction (where the optical

paths are not common), to be a two-beam differential interferometer.

Interference of the two beams with electric fields E1 and E2 occurs along the

transmission axis of the second polarizer, P2. The two electric fields have amplitude

Ai, wavenumber k, angular frequency ω, and phase φi,

E1 = A1 exp(j(kz − ωt+ φ1)), (3.1a)

E2 = A2 exp(j(kz − ωt+ φ2)). (3.1b)

The relation for irradiance at the photodetector’s surface, Id, due to change in phase

is found by superimposing electric fields, E = E1 + E2, as

Id = 〈EE∗〉 = 〈(E1 + E2)(E1 + E2)
∗〉, (3.2a)

Id = A2
1 + A2

2 + 2A1A2 cos(φ2 − φ1), (3.2b)

Id = I1 + I2 + 2
√

I1I2 cos(∆φ), (3.2c)

where ∆φ is the phase change at the beam focus, and the amplitude Ai is the square
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of the irradiance, Ii. I1 and I2 are equal, I1 = I2 = I0. The relation between the

change in optical path length and the change in phase (Born and Wolf, 1997) is

∆φ =
2π

λ0
∆OPL ≈

2π

λ0
L∆n, (3.3)

where L is the integration length over the phase object in the focal region, ∆n is the

change in refractive index between the two beams, and λ0 is the wavelength of the

laser. From the Gladstone-Dale relationship (Liepmann and Roshko, 1957),

n = Kρ+ 1, (3.4)

where K is the Gladstone-Dale constant, Eq. 3.3 becomes

∆φ =
2π

λ0
LK(ρ‖ − ρ⊥) =

2π

λ0
LK∆ρ. (3.5)

The change in phase, ∆φ, is due to the difference in density, ρ‖ − ρ⊥ = ∆ρ. The

densities are the instantaneous local densities interrogated by the beams polarized

parallel (ρ‖) and orthogonal (ρ⊥) to the streamlines in the boundary layer. The

two beams are spaced 350 µm apart, and the phase object is integrated over the

OPL, L (within ±10 mm of the focal point). The integration length over the phase

object is found by inspecting an overlay (Fig. 3.2) of the calculated boundary-layer

thickness and calculated beam profile (assuming Gaussian beam propagation). The

determination of the integration length is described in more detail in section 3.2.5.

For comparison between experiments it is more convenient to think of density

changes in non-dimensional terms. Normalizing ∆ρ by the mean local density ρL,

makes Eq. 3.5,

∆φ =
2π

λ0

LKρL
∆ρ

ρL
. (3.6)
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Figure 3.2: Overlay of the calculated boundary-layer thickness and calculated beam
profile (assuming Gaussian beam propagation)

The potential response of the photodetector, V is expressed as

V = IRRL, (3.7)

where R is the responsivity of the photodiode and RL is the load resistance. A

relation for the normalized change in density in terms of the output voltage of the

photodetector and several fixed parameters in the experiment is found by combining

Eqs. 3.2, 3.6 and 3.7 as

∆ρ

ρL
=

λ0

2πKLρL
sin−1

(

V

V0
− 1

)

. (3.8)

The interferometer is set to the most linear part of a fringe before each experiment, so

there is a π/2 rad phase shift introduced, and V0 = 2I0RRL. During the experiments,

the phase shift, ∆φ, is less than π/3 rad, so there is no fringe ambiguity.

For all shots, the wall-normal distance from the surface of the cone to the volume

being probed by the FLDI is measured with a Mitutoyo dial-indicator, translating

a razor-blade cutoff normal to the surface of the cone. Wall-normal distances range

from 450-990 µm, and the uncertainty is estimated to be ±50 µm; this is the calcu-

lated beam diameter, which is noted to be twice the precision of the dial-indicator.

The distance from the cone tip is measured with a measuring tape. Probe volume
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distance from the cone tip ranges from 627-783 mm. The uncertainty is estimated

to be ±1 mm, which is the precision of the measuring tape. Throughout the test

campaign the following are changed to optimize the experimental setup: the number

of probe volumes, probe volume wall-normal distance, and probe volume distance

from the cone tip. Detailed records of these values and local boundary-layer thick-

ness are tabulated in appendix B. The nose-tip radius is measured to be 400 µm with

a Mitutoyo caliper. Following Rotta (1966) and Stetson (1983), the entropy layer

swallowing distance for all cases is calculated to be no more than 90 mm, or less than

15% of the distance from the cone tip to any probe volume; therefore, the cone may

be considered “sharp” at the probe-volume locations.

3.2.3 Bench Test: Evaluation of Sensitive Region

This subsection describes a bench test designed to experimentally evaluate the sensi-

tive region of the FLDI. A subsonic turbulent CO2 jet is traversed in the horizontal

spanwise direction along the direction of beam propagation (schematic in Fig. 3.3(a)).

The metric used to evaluate the size and character of the sensitive region in the span-

wise direction is the amplitude of fluctuation at the focus relative to the amplitude

of fluctuation at a distance from the focus. The rms value of the phase function,

rms(∆φ) =

√

√

√

√

1

N

N
∑

i=1

(∆φi)2, (3.9)

is used as the measure of fluctuation, where N is the number of samples and ∆φ (as

in Eq. 3.6) in terms of the potentials V and V0, is,

∆φ = sin−1

(

V

V0

− 1

)

. (3.10)

The bench tests were conducted in the following manner: 1) Place the nozzle
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approximately 2 millimeters from the focus of the FLDI (this initial position is shown

in Fig. 3.3(a)), 2) record data for 15 milliseconds, 3) translate the nozzle a small

distance in the spanwise direction, 4) record data for 15 milliseconds, 5) repeat steps

3 and 4 until perturbations in the oscilloscope readout are no longer perceptible. The

jet was confirmed to be subsonic by high-speed schlieren visualization.

The results of this bench test demonstrate the decrease in response of the FLDI

with increase in distance from the focus (Fig. 3.3(b)). The 1/e folding in rms response

of the FLDI to a subsonic CO2 jet is ≈10 mm from the focus.
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Figure 3.3: a: A sketch of the small CO2 nozzle and laser beam profile. The arrow
(→ +) denotes the direction in which the nozzle is traversed. The yellow shaded area
denotes where the laser is polarized in the streamwise direction. The blue shaded area
denotes where the laser is polarized normal to the page. The green shaded region
denotes the area where the two laser beams overlap. b: The results of the bench test;
the results demonstrate the decrease in response of the FLDI with increasing distance
from the sensitive region.

3.2.4 Bench Test: Equidistant Acoustic Wave

This subsection describes a bench test designed to assess the similarity in response of

two FLDIs aligned along one generator of the cone. The question is posed: is the re-

sponse the same if an identical disturbance is imposed on each identically constructed

detector? In this example, the upstream probe volume is located 627±1 mm from
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the cone tip, the downstream probe volume is located 718±1 mm from the cone tip.

To make the disturbance, a pulsed Nd:YAG laser (New Wave Research Gemini-

200, 200 mJ, 5 ns pulse), is focused to a point by a 200 mm focal length lens to ionize

a spot of gas when the probe volumes interrogate ambient air with no mean flow.

This ionized spot of gas acts as a spherical piston and creates a weak blast wave. If

the time of arrival of the disturbance at each of the probe volumes is nearly identical,

and it is assumed that the weak blast wave is symmetric, the disturbance amplitude

at each of the probe volumes can be assumed to be nearly identical (schematic in

Fig. 3.4(a)). The result of a such a test (Fig. 3.4(b)) indicates that the upstream

and downstream FLDI signals are nearly identical. The difference in single shot peak

response is less than 3.5%. The experiment is conducted five times and the difference

in response is found to be repeatable. This procedure is repeated every ≈ 20 shots,

or when there the results from the previous shot indicate misalignment.
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Figure 3.4: a: A sketch of the bench test arrangement. The upstream and downstream
probe volumes are denoted by circles. The ionized spot of gas is located equidistant
from both detectors so that it creates a disturbance that is nearly identical at both
probe volumes. b: The results of the bench test, the probe volume at 627 mm is in
black, the probe volume at 718 mm is in gray. The results show that the upstream
and downstream interferometers respond similarly to a nearly identical disturbance.
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3.2.5 Integration Length Determination

The FLDI has a finite sensitive region in the spanwise, streamwise, and wall-normal

direction. In addition, the quantity that is being probed, density, has an eigenfunction

that is not uniform in the wall-normal direction. It is the purpose of this subsection to

present what quantity is being registered at the photodetector. A case representative

of experiments in T5 is examined as an example.
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Figure 3.5: a: Eigenfunction at an unstable frequency for the downstream probe
volume for shot 2789 (air) as a function of wall-normal distance. n is the wall-normal
distance. b: Response function for the FLDI system as a function of distance from
the focus. The length from the focus is z. c: Overlay of cone surface (solid thick
line), calculated boundary-layer thickness (dashed line), density eigenfunction (solid
thin lines), and laser beam profile (gray filled area). The zero of the abscissa is the
focus of the beam, and distance along this direction is denoted by z.

The eigenfunction of density is assumed to be characteristic of the disturbance

being probed by the FLDI. An eigenfunction at an unstable frequency (1236 kHz)

for the downstream probe volume for shot 2789 is calculated from the STABL suite
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and presented in Fig. 3.5(a). It highlights the variation in the wall-normal direction

(n) of the density eigenfunction amplitude, note the maximum near the critical layer2

located 60-80% of boundary-layer thickness from the wall. The results of the bench

test where the CO2 jet was traversed from the focus (Fig. 3.3(b)) are normalized

by the value at the focus and presented in Fig. 3.5(b) as the response function, g(z),

where z is the distance from the focus along the beam path, in the spanwise direction.

An overlay of the cone surface, calculated boundary-layer thickness, density eigen-

function, and laser beam profile is presented in Fig. 3.5(c). To assess the effects of

the non-uniformity in response function along the length from the laser beam focus

(Fig. 3.5(b)), the density eigenfunction (Fig. 3.5(a)), and curvature of the cone on

the changes in OPL that are registered at the photodetector, we average the density

eigenfunction, ρ′(z), that is probed by the laser beam, and scale this value by the

response function, g(z), at the corresponding distance from the focus (Fig. 3.6(a)).

It is possible to make an estimate of the expected change in phase that would be

registered at the photodetector with information about the spatial distribution of the

registered density perturbations, assuming that the disturbances are two dimensional

in nature. This is approximated by

∆φ =
2π

λ0

K

∫ ∞

−∞

ρ′(z)g(z)dz. (3.11)

Evaluating this integral by quadrature, the estimated change in phase is≈ 7.5e−4 rad.

A comparison between this estimated change in phase and a sample experimental re-

sult, where the change in phase is evaluated from the data as in Eq 3.10, is favorable,

as the spectrum of the phase change for shot 2789 at the downstream probe volume

is presented in Fig. 3.6(b). The frequency range of interest is centered around the

peak that appears in Fig. 3.6(b), and the observed change in phase is in the range

4-8e−4 rad.

2The critical layer is introduced in the illustration in Fig. 1.2.
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Figure 3.6: a: Averaged eigenfunction that is probed by the laser beam, scaled by the
response function at the corresponding distance b: Phase change in frequency space
of the downstream detector for shot 2789.

Finally, with the understanding of how the optical technique is probing the dis-

turbances in the boundary layer, the integration length can be estimated. Inspecting

the scaled, vertically averaged density eigenfunction amplitude (Fig 3.6(a)), there is

a clear decline in response at ≈ ±10 mm, this is chosen as the integration length. At

the extremes of the parameter space covered in this work, the boundary-layer thick-

ness ranges from 1.1-2.5 mm, but, the integration length will change by less than

10%, primarily due to the large curvature of the cone relative to the boundary-layer

thickness (reference Fig. 3.5(c)). Discrepancies due to change in integration length

are conservatively included in the uncertainty estimation (section 3.2.7).

3.2.6 Sensitivity to Wavelength

The sensitivity of the technique to disturbance wavelength due to experimental setup

is discussed in this subsection. The FLDI technique is able to probe only a small

volume over the surface of a test article because the sensitive leg and reference leg

share much of the same optical path, except near the focus. This optical arrangement
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results in a setup that has a different sensitivity to different wavelengths.
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Figure 3.7: a: Streamwise view of the down-stream probe volume. Four sinusoids
representative of boundary-layer disturbances of equal amplitude with wavelengths:
0.7, 2, 4, and 8 mm. The two circles represent the beam polarized in the streamwise
and wall-normal direction, with a hash mark denoting each. b: Response of the
detector as a function of wavelength.

A sketch of a streamwise slice of the flow field of interest at the downstream probe

volume for shot 2789 shows the location of the laser beams, calculated boundary-layer

edge, and four sinusoids intended to be representative of boundary-layer disturbances

in density (Fig. 3.7(a)). The density disturbances are assumed to have the form

ρ′ = ρA exp(i(2πs/λ− ωt)), with the same amplitude ρA, and wavelengths λ= 0.7, 2,

4, 8 mm. The distance along the cone surface is s, the frequency is w, and time is t.

Referencing Fig. 3.7(a), at the Nyquist wavelength, the response of the FLDI will be

at its maximum, and the change in density registered by the FLDI, ∆ρ = ρ‖−ρ⊥, will

be the density disturbance amplitude, ρA. For wavelengths longer than 700 µm, the

spatial change in density (∆ρ = ρ‖−ρ⊥ as in Eq. 3.5), will decrease for a disturbance

of the same amplitude. A quantitative estimate of the response coefficient, c(λ), is

made as

c(λ) = sin

(

2πlb/2

λ

)

, (3.12)
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where lb is the beam spacing. This coefficient demonstrates the behavior of reduced

response with increasing wavelength (Fig. 3.7(b)).

The sensitivity to wavelength can complicate the interpretation of broadband

spectra of density disturbances, in particular for the shock tunnel noise experiments

presented in section 4.1. A correction using the coefficient in Eq 3.12 can be made if

the time scale in the flow field is easily eliminated with a characteristic velocity. This

is the case in the free-stream noise measurements, as the free-stream velocity is the

obvious choice. The results of the tunnel noise measurements with and without this

correction based on wavelength are discussed in section 4.1. The application of this

correction to spectra of disturbances in the boundary layer is not as simple because

the choice of velocity is not trivial.

3.2.7 Uncertainty Estimation

The systematic error stemming from applying Eq. 3.8 to the raw data is found by

considering the propagation of uncertainty in ∆ρ/ρL as a function of all the input

parameters (Kline and McClintock, 1953, Beckwith et al., 2007). The largest sources

of systematic error are considered to be the uncertainty introduced by the assumed

integration length, L in Eq. 3.3 (assumed to be 20%), the quantization error in the

potentials, V and V0 (assumed to be the 14-bit quantization error), and the magnitude

of the local density ρL (assumed to be 20%). This leads to an error of approximately

20% in the magnitude of ∆ρ/ρL, with a 95% confidence interval. There is systematic

error in the magnitude of ∆ρ/ρL from the spectral content estimation in each of

the segments, this is approximately 20% in the magnitude of ∆ρ/ρL, with a 95%

confidence interval. Combining the errors from processing the data and estimating

their spectra in a root-mean-squared sense, the systematic error is bounded at 30%

(95% confidence interval).

Random error from electrical noise and mechanical vibrations can be estimated
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by inspecting the spectral content of the signal immediately preceding the test time.

Approximately 100 ms before the test begins, vibration from the piston launch (to

compress the driver gas) is transmitted through the steel rails the entire shock tunnel

rests on. By applying the identical signal processing scheme to the time just before

the test, as used during the test, errors from ambient electrical noise and facility

vibration can be bounded. In the 100 kHz to 10 MHz frequency band, the spectral

content from vibration and electrical noise is less than 0.5% in the magnitude of

∆ρ/ρL (95% confidence interval).

Random error from the FLDI’s imperfect focusing ability comes from the optical

technique having to traverse the core flow and turbulent shear layer from the turbulent

boundary layer on the nozzle wall (refer to Fig. 3.1). The core flow and turbulent

shear layer could introduce additional noise to the measurement of the probe volume.

This issue is addressed in section 4.2.
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Chapter 4

Results

4.1 Reflected-Shock Tunnel Noise Measurement

Experimental results that were conducted to quantify the tunnel noise are presented in

this section. The measurements are made with the FLDI optical technique described

in section 3. Motivation for such a survey is described, and the literature for high-

speed wind-tunnel noise is briefly reviewed. The results show the perturbations in

density are not a strong function of the reservoir enthalpy. During one experiment,

exceptional levels of noise were detected; this singular result is attributed to non-

ideal operation of the shock tunnel. The presented results indicate that RMS density

fluctuations of ≈ 1% are achievable with attention to tunnel cleanliness. In addition,

the spectral content of density fluctuation does not change throughout the test time.

4.1.1 Motivation

The boundary-layer receptivity problem makes the characterization of the noise envi-

ronment in the free-stream of any wind tunnel a key aspect of studying transition in

ground-test (Morkovin, 1969, Reshotko, 1976, Saric et al., 2002, Fedorov, 2003). Ex-

tensive reviews of the effect of tunnel noise on high-speed boundary-layer transition

have been made by Schneider (2001, 2004).

The sources of disturbances in a supersonic wind tunnel are illustrated in Fig. 4.1.
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Figure 4.1: Sources of wind-tunnel noise. Taken from Schneider (2008) with permis-
sion. The major sources of disturbances in a reflected-shock tunnel are noted to be
the turbulent boundary layer on the nozzle wall and/or the entropy fluctuations being
advected from the reservoir of the facility (Schneider, 2001).

The major sources of disturbances in a reflected-shock tunnel are noted to be the

turbulent boundary layer on the nozzle wall and/or the entropy fluctuations being

advected from the reservoir of the facility (Schneider, 2001). Researchers have found

some correlation of the tunnel-noise environment to the boundary-layer transition

location (Pate and Schueler, 1969, Pate, 1971a,b, 1974). The concern of tunnel en-

vironment and its effects on boundary-layer instability work has led to the devel-

opement of hypersonic wind tunnels with low disturbance levels (Blanchard et al.,

1996, Schneider, 2008, Hofferth et al., 2013). Hypersonic instability and transition

work has been successful in these low-disturbance wind tunnels; however, they are

not able to produce hypervelocity flows where fluid-dynamic/thermo-chemical inter-

actions can exist. So, if a researcher is to study hypervelocity instability, it is prudent

to characterize the noise of the test facility.

Pitot pressure measurements are typically made to quantify the perturbations in

the test gas (Bounitch et al., 2011, Rufer and Berridge, 2012). In a reflected-shock

tunnel, this is difficult because: 1) The bandwidth of commercially available piezo-
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electric pressure transducers is too low (< 1 MHz) to cover the frequency band of

importance. 2) The pressure transducers must be flush mounted to avoid resonances

in any sort of protective cavity (McGilvray et al., 2009). Flush mounting the trans-

ducer causes excessive thermal loading and puts them at risk for particulate impact

after the passage of the test gas. 3) It is uncertain that flush mounted pressure trans-

ducers in a Pitot probe configuration produce a faithful representation of the noise

level in a supersonic or hypersonic free-stream. The interaction of free-stream fluc-

tuations with the bow-shock wave that forms in front of the transducer may thwart

the goal of resolving a wide range of disturbance length scales (Maheash et al., 1995).

This interaction is known to be a function of the obliqueness (Moore, 1954) and the

strength (Lee et al., 1997) of the shock wave. Furthermore, the complexity of the

subsonic flow field behind the bow-shock wave may further obscure the fidelity of

free-stream disturbance measurement, especially in the frequency domain.

Non-intrusive optical methods are an alternative to direct mechanical measure-

ment. One approach described by Marineau and Hornung (2010) was tracking the

unsteadiness of the bow-shock wave in front of a blunt body in the T5 test section.

Using an edge detection algorithm with high-speed schlieren cinematography, they

were able to track bow-shock motion in the 10 kHz range. This frequency response is

not adequate for applications to hypervelocity boundary-layer instability work, where

time scales in excess of 3 MHz must be resolved. The FLDI is fit for the job.

4.1.2 Data

A test series using the FLDI measurement technique for a series of seven shots (con-

ditions in Table 4.1) was executed to investigate the noise in the free-stream flow of

T5. The test-matrix was designed to hold the reservoir pressure (PR) constant while

varying the reservoir enthalpy (hR) through the useful range of conditions in T5.

Seven band-pass filtered (5 kHz to 20 MHz) time traces of density perturbations
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Table 4.1: Run Conditions - Tunnel Noise

Shot PR hR TR UX ρX PX Tt/rX TvX MX ReUnit
X

(MPa) (MJ/kg) (K) (m/s) (kg/m3) (kPa) (K) (K) (-) (1/m)

2684 46.6 8.0 5331 3677 0.059 18.9 1113 1116 5.47 4.9E+6
2686 49.5 13.9 7591 4629 0.041 24.6 2014 2016 5.00 2.9E+6
2687 49.3 15.9 8141 4891 0.036 25.0 2248 2250 4.94 2.5E+6
2691 41.8 5.5 4200 3114 0.071 14.1 683 694 5.93 6.7E+6
2692 42.4 5.3 4081 3053 0.075 14.0 646 657 5.98 7.2E+6
2693 49.6 8.6 5583 3790 0.059 20.9 1216 1218 5.39 4.8E+6
2694 49.9 17.8 8570 5118 0.034 25.8 2451 2453 4.90 2.3E+6
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Figure 4.2: Filtered time traces of ∆ρ/ρL × 100 (filter cutoffs: 5 kHz to 20 MHz).
Each trace is offset 6% along the ordinate. Note that shot 2684 has a notably larger
amplitude than the other shots.

(Fig. 4.2) illustrate that the noise level is similar through the range of reservoir en-

thalpy hR, other than shot 2684, which has a larger RMS than the other experiments.

This is explained by understanding the process of running T5. Polyurethane buffers

slow the piston to a stop after the primary diaphragm is ruptured (refer to Fig. 2.1),

these buffers were destroyed during the prior experiment (shot 2683). The destroyed

buffers introduced material to the shock tube which was not completely removed

during the normal cleaning process that is executed after each experiment. During

the startup process of shot 2684, this buffer material was introduced to the flow, and

registered as large fluctuations by the interferometer.
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Figure 4.3: Frequency spectrum of tunnel noise time traces. Legend in Fig. 4.2. The
four RF spikes at 1.3, 1.4, 3.5 and 6 MHz should be disregarded, these peaks appear
when the tunnel is not in operation.

The spectrum1 of the time traces (Fig. 4.3) further illustrates the similarity for

all tests other than shot 2684. The noise measured in the free-stream during shot

2684 appears to be of larger amplitude than other experiments at lower frequencies

(< 300 kHz).

Applying Taylor’s hypothesis, the data is presented in amplitude-wavelength space

(Fig. 4.4, bottom). The free-stream velocity (Table 4.1) is used as the velocity scale.

Additionally in Fig. 4.4, the wavelength spectrum is corrected for the sensitivity of

the FLDI technique to wavelength, as discussed in section 3.2.6. When plotted in this

fashion, the spectra (other than shot 2684) appear to collapse within the uncertainty

limits and there is a clear separation between shot 2684 and the other shots.

Further interpretation of the results in Fig. 4.4 are given in Table 4.2. RMS density

1The data are digitized at 100 MHz. The spectral content of the single-side amplitude is estimated
using the discrete Fourier transform with 50% overlapping 50 kHz Hann windows.
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Figure 4.4: Wavelength spectrum of tunnel noise time traces. Legend in Fig. 4.2.
There are two sets of wavelength spectrum plots of the same data. The lower am-
plitude data has not been corrected for the sensitivity of the FLDI technique to
wavelength. The high amplitude data has been corrected for the sensitivity of the
FLDI technique to wavelength. Error estimate from section 3.2.7.

fluctuations are tabulated at different bandpass wavelengths for each experiment. It

is desirable to understand the amplitude of the RMS density fluctuations at length

scales of relevance to transition work being conducted in T5, so comparing the scaling

of the most unstable wavelength in the boundary layer on a five degree half-angle cone,

(≈ 2δ ≈ 2-4 mm, Fedorov (2011)) to the measured frequency content of free-stream

disturbance is a logical step. This perspective of the most unstable wavelength relative

to the range of band pass wavelengths is important. For wavelengths most relevant to

acoustic mode boundary-layer instability, the RMS tunnel noise is ≈ 1% (Table 4.2).
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Table 4.2: Summary of RMS density fluctuations at different bandpass wavelengths.
The quantity rms(ρ/ρL)×100 is tabulated for each shot.

Cutoff Shot#
Long Short 2684 2686 2687 2691 2692 2693 2694

100 mm 700 µm 5.96 2.37 2.11 1.38 1.57 1.50 2.37
50 mm 700 µm 3.69 1.84 1.49 0.85 1.05 1.00 1.43
25 mm 700 µm 1.68 1.00 0.75 0.50 0.61 0.64 0.77
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Figure 4.5: Spectrogram (contours of power spectral density, plotted in time-
frequency space) of shot 2693, this illustrates how the spectral content of the fluctua-
tions in the free-stream evolve throughout the test time. It is seen there are no clear
trends in frequency-time space.

Examination of the spectral content evolution of fluctuations throughout the test

time is important because there are complex non-steady wave systems in the reservoir

of a reflected-shock tunnel during the starting process and steady run time. The con-

cern is that weak non-steady waves or driver gas contamination (Sudani and Hornung,

1998) may manifest themselves during the test time as trends in noise, i.e., the spec-

tral content will shift because the driver gas (helium) leaks into the useful test flow.

This point is addressed by constructing a spectrogram2 of the data presented in

Fig. 4.2. An example (Fig. 4.5) shows contours of 10log10(|PSD|) in time-frequency

space. The data indicate no clear trends in noise throughout the test time. The other

experiments show a similar lack of trend in noise during the run time of the tunnel.

2A spectrogram is made by estimating the power spectral density (PSD) of 10 kHz Hann windows
with a 50 % overlap using the Welch method.
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4.1.3 Discussion

The FLDI has been implemented in T5 to measure the free-stream noise levels over

a range of reservoir enthalpy, keeping the reservoir pressure fixed. The RMS levels

of free-stream fluctuations in density are quite similar through the range of reser-

voir enthalpy explored, except for one experiment. The larger RMS response in the

exceptional experiment can be attributed to an event in the tunnel on the prior ex-

periment, an experimental blunder. The present results indicate that RMS density

fluctuations of ≈ 1% are achievable with attention to tunnel cleanliness. The data

indicate no clear trends in the spectral content of density fluctuation throughout the

test time. In addition, the frequency content at above 500 kHz is of considerably

smaller magnitude than the levels below 500 kHz, indicating that measurements of

the acoustic instability in hypervelocity boundary layers can be carried out in T5.

Evidence of correlation between the tunnel noise and run conditions is sought

using forward and reverse stepwise regression, the results from shot 2684 are omitted

from this exercise because it is identified as an outlier due to error in executing the

experiment. The parameters chosen to seek correlation with the tunnel noise are PR,

hR, ReUnit
X , MX , and shot number. All data are centered and then normalized by

their standard deviation. The p-value to enter or leave the regression model is 0.1.

The forward selection analysis begins with no parameters in the regression model,

the reverse selection analysis begins with all parameters in the regression model.

No parameters are included in the final regression models found by the forward or

reverse selection analysis, which indicates that the data are consistent with the null

hypothesis,3 so no parameters are found to be strongly correlated with tunnel noise.

3Stepwise regression is the use of an F-statistic to test models with and without a potential term
at each step. If a term is not currently in the model, the null hypothesis is that the term would have
a zero coefficient if added to the model. If there is sufficient evidence to reject the null hypothesis,
the term is added to the model. Conversely, if a term is currently in the model, the null hypothesis
is that the term has a zero coefficient. If there is insufficient evidence to reject the null hypothesis,
the term is removed from the model (MathWorks, Draper and Smith, 1998).
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There are additional sources of noise that may vary with run condition, such as:

1) The contoured nozzle is being used at slightly off design conditions in this study.

2) For increasing reservoir enthalpy, the contact discontinuity has a higher impedance

mismatch. The higher the impedance mismatch, the lower the noise transmitted into

the driven section from the driver section. Paull and Stalker (1992) studied this effect

in expansion tubes. 3) Perturbations in entropy originating in the reservoir. These

effects on free-stream noise are difficult to quantify with the current technique.

4.2 Single Point FLDI Measurement4

The first measurements of the boundary-layer instability on a slender body at hyper-

velocity conditions are presented in this section (Parziale et al., 2013). A single point

FLDI system was constructed and implemented in the T5 hypervelocity shock tunnel

to achieve this goal. Density disturbances in the boundary layer of less than 0.5%, or

≈ 4e−5 kg/m3 are observed at over 1 MHz.

4.2.1 Data

During these experiments, the FLDI technique was used to try to measure the distur-

bances in the boundary layer, the state of which is largely laminar at the measurement

point (based on time-averaged heat-flux correlations). The run conditions are tabu-

lated in Table 4.3. Two examples (Fig. 4.6 and Fig. 4.7) are presented where both

turbulent bursts and narrowband wave packets are detected; the spectral content es-

timation in these examples is obtained using Welch’s method, with 50% overlapping

20 µs Hann windows.

The FLDI response for shot 2695 (Fig. 4.6) reveals interesting phenomena at

1650 µs and 1915 µs; 40 µs segments centered at 1650 µs, 1800 µs, and 1915 µs are

4This material is adapted from Parziale et al. (2013).
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Figure 4.6: FLDI results from shot 2695, the band-pass filtered response (top) and
spectral response from the three chosen segments (bottom).

highlighted. This shows the spectral content of the interrogated point of the bound-

ary layer when minimal disturbances are detected (Segment 2), when a turbulent spot

passes (Segment 1), and when a wave packet passes (Segment 3). The spectral con-

tent of the turbulent spot (Segment 1) shows broadband response; the wave packet

(Segment 3) has a strong peak in response at 1.11 MHz.

The FLDI response for shot 2702 (Fig. 4.7) reveals interesting phenomena at

1300 µs and 1810 µs; 30 µs segments centered at 1300 µs, 1600 µs, and 1810 µs are

highlighted. This shows the spectral content of the interrogated point of the bound-

ary layer when minimal disturbances are detected (Segment 2), when a turbulent spot

passes (Segment 1), and when a wave packet passes (Segment 3). The spectral con-
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Figure 4.7: FLDI results from shot 2702, the band-pass filtered response (top) and
spectral response from the three chosen segments (bottom).

tent of the turbulent spot (Segment 1) shows broadband response; the wave packet

(Segment 3) has a strong peak in response at 1.17 MHz with a harmonic at 2.29 MHz.

Zooming in (in time) on Segment 3 of Fig. 4.7 shows the wave packet in more detail

(Fig. 4.8). The wave packet appears in the unprocessed and unfiltered trace (top),

and is more prominent after the raw data are band-pass filtered and processed with

Eq. 3.8 (bottom).
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Figure 4.8: FLDI Results from shot 2702, zoomed into Segment 3 of Fig. 4.7, showing
the unprocessed photodetector response (top), and the data after they are filtered
and processed with Eq. 3.8 (bottom).

Table 4.3: Run Conditions - Single Point FLDI

Shot PR hR TR UX ρX PX Tt/rX TvX MX ReUnit
X

(MPa) (MJ/kg) (K) (m/s) (kg/m3) (kPa) (K) (K) (-) (1/m)

2695 48.4 6.9 4835 3416 0.081 22.4 955 950 5.50 6.8E+6
2696 46.0 7.0 4879 3440 0.076 21.5 977 975 5.47 6.4E+6
2697 49.3 8.4 5482 3724 0.071 25.5 1236 1243 5.26 5.6E+6
2702 49.7 8.4 5515 3739 0.071 25.7 1249 1256 5.25 5.6E+6
2704 49.5 8.4 5510 3737 0.071 25.7 1249 1256 5.25 5.6E+6
2705 50.0 8.4 5493 3728 0.072 26.0 1242 1248 5.25 5.7E+6
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4.2.2 Discussion

The boundary-layer profiles for each of the shots in this test series are computed

with the DPLR. The purpose of finding these profiles is to compare the scaling of the

most unstable frequency (fM ≈ 0.7UE/(2δ)) to the measured frequency (Demetriades,

1974, Stetson and Kimmel, 1992, Fedorov, 2011). These results are summarized in

Table 4.4, where the scaling for shots 2695 and 2702 can be found along with other

shots in which wave packets are detected. The interferometer was moved to a farther

distance from the cone tip (s) for two experiments (shots 2704 and 2705). The purpose

of doing so was to make measurements at approximately the same edge conditions

(as shot 2702), but where the boundary layer is thicker; a thicker boundary layer at

the same edge velocity should decrease the frequency of a wave packet measured at

the probe volume. A decrease of between 10-15% in the peak measured frequency

(fpeak) is evident in Table 4.4.

Table 4.4: Single Point Edge Conditions and Boundary Layer Instability Scaling

Shot UE ρE PE Tt/rE TvE ME ReUnit
E s δ 0.7

UE
2δ fpeak

(m/s) (kg/m3) (kPa) (K) (K) (-) (1/m) (mm) (mm) (MHz) (MHz)

2695 3358 0.102 32.9 1119 991 4.99 7.4E+6 665 1.04 1.13 1.11
2696 3382 0.096 31.5 1143 1015 4.97 7.0E+6 665 1.08 1.10 1.11
2697 3661 0.089 36.7 1425 1323 4.81 6.2E+6 665 1.11 1.16 1.12
2702 3676 0.089 36.9 1439 1339 4.81 6.1E+6 665 1.11 1.16 1.17
2704 3673 0.089 37.0 1439 1338 4.81 6.1E+6 783 1.20 1.07 0.98
2705 3665 0.090 37.4 1430 1330 4.81 6.2E+6 783 1.20 1.07 1.03

Random error from the FLDI’s imperfect focusing ability comes from the optical

technique having to traverse the core flow and turbulent shear layer from the turbulent

boundary layer on the nozzle wall (refer to Fig. 3.1). The core flow and turbulent

shear layer could introduce additional noise to the measurement of the probe volume.

The noise resulting from the fluctuations in the core flow and shear layer are bounded

in frequency space by the spectral content of the quiescent windows of the signal as
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in Segment 2 of Fig. 4.6 and Fig. 4.7, where minimal disturbances are detected in

the boundary layer. Using a two-tailed hypothesis test, it is found that there is a

statistically significant difference between the response of the FLDI when minimal

disturbances are present (Segment 2), and when a wave packet is detected (Segment

3) in the frequency range of the acoustic instability (99.999% confidence interval).

Additionally, the signal to noise ratio of the peak (Segment 3/Segment 2) is at least

5 in Fig. 4.6, and is at least 10 in Fig. 4.7. We conclude that the noise floor that is a

result of the shear layer and core flow is sufficiently low, so that the FLDI technique

can resolve the acoustic instability. Density disturbances in the boundary layer of

less than 0.5%, or ≈ 4e−5 kg/m3 are observed at over 1 MHz.

The ability to make quantitative measurements of the acoustic instability with

FLDI in a hypervelocity slender-body boundary layer is reproducibly demonstrated.

This is notable because of the time scales (1-3 MHz) associated with the acoustic

instability’s fundamental and harmonic frequency for conditions available in T5. The

error and noise floor associated with the measurement technique (FLDI) and facility

are sufficiently low that an additional FLDI was placed downstream of the current

FLDI described in this section to make acoustic instability growth rate measurements.

The results from that work follow.

4.3 Double Point FLDI Measurement - Develop-

ment

In this section, the development efforts to make reliable two-point measurements

of the instability on a slender body in hypervelocity flow are described. The two-

point FLDI setup consists of two FLDI systems that probe a generator of the five

degree half-angle cone with the intent of tracking the evolution of disturbances as

they propagate downstream. The two-point FLDI development campaign was carried
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out largely during the experiments reported in Parziale et al. (2012b, 2013a) and

Jewell et al. (2012, 2013). First, major technical impediments to making a successful

measurement are highlighted. Then, some data from early and late in the development

phase (dubbed “Dev 1” and “Dev 2”, respectively in section A) is presented for

context. The data processing routine is described.

4.3.1 Shock Tube Fill Gas Quality and Cleaning Procedure

Throughout the testing campaign for this work, it became apparent that there was

opportunity to increase the quality of the flow over the model from a technical stand-

point. Improvement was achieved by using higher quality gas to fill the shock tube

and cleaning the shock tube more thoroughly between experiments. Because consis-

tent instability measurement results were obtained, the quality of the shock tube fill

gas and shock tube cleaning procedure were fixed after shot 2760, concurrent with

the conclusion of the development phase of the project.

There is no apparent record of what grade of gas was used to fill the shock tube in

previous work, but it was most likely “Industrial,” as it was when this test campaign

started. According to specification sheets for “Industrial” air from Air Liquide (the

gas bottle supplier), there is a large bound on the relative O2 to N2 balance (±2.5% by

partial pressure), and no clear quantification of total hydrocarbons (THC). According

to the supplier, it is intended to be used for such purposes as powering pneumatic

tools and inflating tires. Similarly loose specifications were found for “Industrial”

grade N2 and CO2. Throughout the development campaign, there was a switch to

“Breathing Air,” then finally to the “ALPHAGAZ” line of gases. This last line of

gases is intended to be used for research applications. The relative O2 to N2 balance

is tighter (±0.5% by partial pressure), and the THC are specified to be less than

0.05 ppm. Specifications for N2 and CO2 at this grade were found to be similarly

acceptable. For each experiment, the specification of gas is tabulated in section A.1.
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At the beginning of this test campaign, standard shock tube cleaning practice in

T5 was to roll four shop towels into a cylinder and drag them through the shock

tube. It became clear from the boundary-layer instability measurements that there

were clear outlier instances of turbulent flow on the cone. In some instances, no

other broad-band disturbances were registered by the FLDI during the steady flow

test time beside a sporadic and unexplainable period of broadband response. To

show these occurrences, spectrograms of two runs are compared. An example of

sporadic response shows a large swath of broad-band response, followed by a period

where minimal disturbances are detected, followed by a period of narrowband response

(Fig 4.9(a)). An example of what is expected shows a stochastic but sensible series

of narrowband peaks (Fig. 4.9(b)).
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Figure 4.9: Arbitrary logarithmic units of change in density, the spectrum is estimated
by the short time Fourier transform. Darker shading indicates larger amplitude. BBR
is broadband response, NBR is narrowband response. Top: An example of sporadic
response shows a large swath of broad-band response, followed by a period where
minimal disturbances are detected, followed by a period of narrowband response (shot
2702). Bottom: An example of what is expected shows a stochastic but sensible series
of narrowband peaks (shot 2789).
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It was hypothesized that reducing the particulates in the shock tube prior to the

run could reduce the number of unexpected occurrences of broadband response. The

cleaning procedure between each experiment was changed to: 1) clean the shock-tube

end with a Scotch-Brite pad, 2) clean the shock-tube end with acetone on a mop, 3)

pass four shop towels rolled into a cylinder and drag them through the shock tube,

the outer-most towel being misted with acetone, 4) repeat step 3 until the outermost

towel does not become dirty after a pass through the shock tube. This procedure led

to results as in Fig. 4.9(b).

During some experiments, the FLDI system would register near zero voltage just

after the tunnel startup period (Fig. 4.10(a)), this behavior inhibits FLDI measure-

ment. Vibration is eliminated as a candidate cause by accelerometer measurement

(plots in section C). Small, constant amplitude vibrations begin at the test section

≈ 100 ms before the trigger. After ≈ 4 ms from the trigger5 the vibration environ-

ment becomes very harsh, but this is after the end of the test time. Additionally,

no gases used in these experiments have appreciably strong absorption lines at the

wavelength of the FLDI laser (532 nm). It is concluded that the gas is exhibiting

characteristics consistent with opacity. The opacity may be caused by material in

the flow from an oxidation/ablation process in the shock tube or nozzle throat. The

problem is more evident as the reservoir enthalpy is raised, and even more so as the

reservoir pressure is raised. Consistently performing experiments nearer to the T5

performance limits leads to results as in Fig. 4.10(a). Following a rigorous cleaning

procedure permits results as in Fig. 4.10(b) to be reproducibly demonstrated.

5The trigger is the primary shock wave registering a response by the reservoir pressure transduc-
ers. Steady flow over the cone begins ≈ 1 ms after the trigger.
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Figure 4.10: Raw time traces of photodiode response for the FLDI in Fig. 3.1. The
ordinate range represents the peak (0.0 volts) and trough (1.6 volts) of a fringe; before
each experiment the interferometer set to the middle of a fringe, 0.8 volts. The dashed
lines represent the data acquisition system Trigger and the Test Time period. a:

During startup period of shot 2726 (CO2) the flow becomes opaque. b: No opacity
problems are evident for shot 2773 (N2).

4.3.2 Data and Discussion

Two shots from the development phase will be analyzed in this subsection (edge

conditions found in Table 4.5). These two shots are selected for presentation because

decisions pertaining to data processing and experimental methodology were based

upon their results.

Table 4.5: Double Point Edge Conditions - Development

Shot UE ρE PE Tt/rE TvE ME ReUnit
E yN2

yO2
yNO yN yO

(m/s) (kg/m3) (kPa) (K) (K) (-) (1/m) (-) (-) (-) (-) (-)

2711 3402 0.095 31.9 1162 1036 4.96 6.88e6 0.73 0.19 0.08 0.00 0.00
2743 3799 0.095 43.5 1575 1497 4.75 6.52e6 0.73 0.19 0.07 0.00 0.01

Initially, the data were analyzed in the same manner as in section 4.2. Certain

windows of the test time that seemed interesting were selected, and spectral content

of the signal in each of these windows was estimated. For example, for shot 2711, four
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30 µs windows in time are highlighted at 1630 µs, 1745 µs, 1890 µs, and 2050 µs, and

their respective spectral content can be found in Fig 4.11(a). The four 30 µs windows

are displaced in time downstream to cover broadband responses in the boundary layer

that appear to be end result of the content selected upstream (Fig. 4.11(b)). These

results are consistent with a narrowband disturbance breaking down to a turbulent

spot. These were the first data collected in T5 where disturbances are thought to have

been successfully tracked from the upstream detector to the downstream detector.

Although this result is interesting, it is unsatisfactory. Growth rate may not be

measured with these data.
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(a) Upstream, s = 647 mm, ResE = 4.32× 106
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(b) Downstream, s = 783 mm, ResE = 4.94×106

Figure 4.11: Windowed spectra shot 2711. Four 30 µs windows highlight disturbances
and corresponding spectra are plotted below for upstream (a) and downstream (b)
probe volumes.

The detectors were realigned so that the distance along the generator of the cone

(∆s) was shorter. The purpose of this was to reduce the difference in Reynolds

number between the detectors so that narrowband disturbances could be analyzed by

each detector. The range of ∆s is bounded by limited optical access.

The data for shot 2743 are analyzed with a similar windowed type manner in

Fig. 4.12, with the probe volumes closer together. Nine windows highlight interest-

ing narrowband disturbances in both the upstream and downstream detectors. The
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(a) Upstream, s = 627 mm, ResE = 4.09× 106
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(b) Downstream, s = 718 mm, ResE = 4.68×106

Figure 4.12: Windowed spectra shot 2743. Nine 30 µs windows highlight disturbances
and corresponding spectra are plotted below for upstream (a) and downstream (b)
probe volumes.

narrowband peaks increase in amplitude and decrease in frequency. This behavior is

consistent with an acoustic disturbance traveling downstream in the growing bound-

ary layer.
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Segment 1
Segment 2

Figure 4.13: Narrowband vs. broadband disturbance from shot 2743. The top left
time trace and corresponding spectrum (blue) indicate broadband response. The top
right time trace and corresponding spectrum (red) indicate a narrowband disturbance.
Both of these 25 µs windows are selected from the downstream detector (Fig. 4.12(b)).

Individual windows were selected in the downstream data on the basis of dis-

criminating against broadband response (as in Fig. 4.13). These windows were then

displaced in time in the upstream detector. The time scale chosen to displace each of
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the windows in Fig. 4.12(b) is a result of cross correlating the upstream and down-

stream disturbance signals (Fig. 4.14(b)). The ordinates in the cross-correlation plots

are normalized by the square root of the product of the auto-covariances at zero lag,

so that the maximum correlation would be unity if at any lag the signal upstream

is identical to the signal downstream. A peak in cross-correlation occurs at a time-

lag τ=23.3 µs, and it is postulated that this effectively measures the correlation of

the envelope of energy between the detectors, and could possibly be the group ve-

locity of the narrowband disturbance between detectors. So, each of the windows in

Fig. 4.12(b) are centered 23.3 µs later in time than the windows in Fig. 4.12(a). There

is no peak in the correlation in Fig. 4.14(a) indicating the inability of the algorithm

to find a signal that is similar in each of the detectors. This would be consistent with

attempting to cross-correlate signals that are as dissimilar as acoustic disturbances

and turbulent spots, as is the case for the data in the upstream and downstream

probe volumes for shot 2711.
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Figure 4.14: Time traces and cross-correlations of ∆ρ/ρL for shots 2711 (a) and 2743
(b).

An additional method of inspecting the signals from the two- point FLDI tech-

nique is the spectrogram. This method of data processing provides much of the same

information as the user-specified windowed spectra (Figs 4.11 and 4.12) but for the
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entire test duration, allowing for the interpretation of disturbances with time. Evalu-

ating the evolution of the spectrum throughout the run time is important because it

is an indicator of the state of the boundary layer as well as an indicator of the quality

of the data.

A spectrogram of shot 2711 is presented as Fig. 4.15. The narrowband distur-

bances can be seen to intermittently appear in the upstream trace at ≈ 1.1 MHz

(Fig. 4.15, above), and no such narrowband disturbances can be found in the down-

stream detector (Fig. 4.15, below). There are periods in the downstream spectrogram

where large broadband perturbations are recorded. This further motivated attempt-

ing to reduce the distance between the probe volumes (∆s) so that narrowband

disturbances could be measured in the upstream and downstream locations.
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Figure 4.15: Spectrograms of shot 2711. Arbitrary logarithmic units of change in
density, the spectrum is estimated by the short time Fourier transform. Darker shad-
ing indicates larger amplitude. Above: Upstream, s = 647 mm, ResE = 4.32 × 106.
Below: downstream, s = 783 mm, ResE = 4.94× 106.

A spectrogram of the upstream and downstream probe volumes for shot 2743 is

presented as Fig. 4.16. In the upstream detector (Fig. 4.16, above), intermittent

narrowband disturbances are registered throughout the test time at ≈ 1.2 MHz.

These disturbances are seen to have larger amplitude in the downstream spectrogram

(Fig. 4.16, below), although the correlation by transit time of the disturbances is
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difficult to ascertain from this presentation. The disturbances in the downstream

detector are also at a lower frequency ≈ 1.1MHz. Two broadband periods appear in

the downstream spectrogram; they are very short in duration. From this spectrogram,

it appears that the disturbances are nearly at the point of break down to turbulence.
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Figure 4.16: Spectrograms of shot 2743. Arbitrary logarithmic units of change in
density, the spectrum is estimated by the short time Fourier transform. Darker shad-
ing indicates larger amplitude. Above: Upstream, s = 627 mm, ResE = 4.09 × 106.
Below: downstream, s = 718 mm, ResE = 4.68× 106.

The user-specified windowed spectra (Figs 4.11 and 4.12), correlations (Fig. 4.14),

and spectrograms (Figs. 4.15 and 4.16) are valuable ways of data processing that

provide a means of interpreting the FLDI data. These methods all lack a means of

extracting information about the evolution of disturbances in the boundary layer in

an unbiased manner; one way of achieving this goal is to analyze the time-averaged

spectral content from the full test time.

The time-averaged spectra are computed using Welch’s method with 50% over-

lapping 10 µs Hann windows (Figs. 4.17(a) and 4.17(b)). For shot 2711, the peak at

1.1 MHz is evident in the upstream probe volume and the broadband spectral con-

tent in the downstream detector indicates turbulent bursts. For shot 2743, a strong

narrowband peak in the upstream detector is clear at 1.2 MHz. There appears to be

a peak in the downstream probe volume spectral content at 1.1 MHz, but the content
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is being filled in around this peak. The next logical step after analyzing these data is

to perform experiments at lower unit Reynolds number so that the effective spacing

of the probe volumes is reduced. Those results form the basis of the data presented

in the next section.
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Figure 4.17: a: Spectrum estimate for shot 2711. b: Spectrum estimate for shot 2743.

An estimate of the most strongly amplified frequency is f ≈ KUE/(2δ). The fre-

quency of the spectral peak at the upstream detector, fU , is higher than the frequency

of the spectral peak at the downstream detector, fD; as expected, the frequency is

inversely proportional to the computed boundary-layer thickness (Table 4.6). This

behavior is consistent with the hypothesis that as the effective waveguide grows in

size, the frequency should decrease correspondingly. Additionally, if there is a peak

in the cross-correlation, that time divided by probe volume spacing should indicate

the group velocity of the narrowband disturbances. This velocity scale is nearly the

edge velocity of the boundary layer (Table 4.6).
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Table 4.6: Double Point Dev. Boundary Layer Instability Scaling

Shot UE τ UE/(∆s/τ) δU fU 2fUδU/UE δD fD 2fDδD/UE

(m/s) (µs) (-) (mm) (kHz) (-) (mm) (kHz) (-)

2711 3402 - - 1.06 1090 0.68 1.17 - -
2743 3799 23.3 0.97 1.03 1200 0.65 1.11 1090 0.63

4.4 Double Point FLDI Measurement - Air

Air is used as the test gas in the series of experiments presented in this section. The

reservoir pressure is held approximately constant, while the reservoir enthalpy is var-

ied for two different series of shots. The two shot series are separated in Table 4.7 for

organizational purposes as “lower enthalpy” (shots 2767-2764) and “higher enthalpy”

(shots 2788-2787). In the lower and higher enthalpy series, the edge unit Reynolds

number decreases when the reservoir pressure is held nominally constant and the

reservoir enthalpy is increased.

Table 4.7: Double Point Edge Conditions - Development

Shot UE ρE PE Tt/rE TvE ME ReUnit
E yN2

yO2
yNO yN yO

(m/s) (kg/m3) (kPa) (K) (K) (-) (1/m) (-) (-) (-) (-) (-)

2767 3728 0.029 12.7 1505 1343 4.72 1.98e6 0.73 0.17 0.07 0.00 0.02
2766 3464 0.033 12.1 1248 1095 4.85 2.36e6 0.73 0.18 0.08 0.00 0.01
2765 3248 0.038 11.5 1039 900 5.00 2.82e6 0.73 0.19 0.08 0.00 0.01
2764 2982 0.037 8.3 776 725 5.33 2.99e6 0.73 0.19 0.07 0.00 0.00

2788 4425 0.067 46.1 2322 2281 4.49 4.03e6 0.74 0.16 0.07 0.00 0.03
2789 4244 0.076 47.1 2105 2062 4.55 4.73e6 0.73 0.17 0.07 0.00 0.02
2790 4199 0.079 47.3 2046 2001 4.57 4.94e6 0.73 0.17 0.07 0.00 0.02
2787 4062 0.079 43.2 1878 1819 4.63 5.08e6 0.73 0.18 0.07 0.00 0.02

The purpose of this campaign is to measure the incipient instability waves prior

to the transition to fully turbulent flow. The ultimate goal is to determine the role

of the acoustic instability in the transition process. The FLDI measurement volumes

are located just upstream of the transition location to measure the instability waves.

Boundary-layer transition is identified by departure from laminar surface heat-flux
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rates measured by surface mounted heat-transfer gauges used in Jewell et al. (2012).

4.4.1 Lower Enthalpy Conditions
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(d) Shot 2764: ReUnit
E = 2.99e6 (1/m)

Figure 4.18: Time traces and cross-correlations of ∆ρ/ρL for the lower enthalpy air
shot series (conditions summarized in Table 4.7.)

For this shot series, the two FLDI probe volumes at 627±1 mm and 718±1 mm

are positioned 37-57% of the boundary-layer thickness from the surface of the cone,

respectively. All the probe locations can be found in Table B.

Band-pass filtered time traces of the non-dimensional fluctuations in density (∆ρ/ρL)

at two points in the boundary layer show an increase in RMS response as the edge

unit Reynolds number is increased (top of each plot in Fig. 4.18). Cross-correlation



95

is used to estimate the extent to which the response at the upstream detector is re-

lated to the response at the downstream detector in a time-lag sense (bottom of each

plot in Fig. 4.18). The ordinates in the cross-correlation plots are normalized by the

square root of the product of the auto-covariences at zero lag, so that the maximum

correlation would be unity if at any lag the signal upstream is identical to the signal

downstream.

A peak in cross-correlation at a time-lag τ , is nearly consistent with the time scale

associated with the edge velocity and the detector spatial separation ∆s (Table 4.8).

These peaks in cross-correlation appear when both the upstream and downstream

band-pass filtered time traces of ∆ρ/ρL show low-amplitude, wave-packet-like behav-

ior. This may indicate that the detectors are tracking wave packets that are traveling

along the generator of the cone at approximately the edge velocity.

To further classify the signals, estimates of the power spectral density for each

case are computed using Welch’s method, with 50% overlapping 20 µs Hann windows

(Fig. 4.19). As the Reynolds number is increased, a narrowband spectral peak in-

creases in amplitude up to a certain value, slightly decreases in frequency, and then

broadens out. This behavior is consistent with a fluid-dynamic instability increasing

in amplitude in a thicker boundary layer, and then breaking down to turbulence. This

assertion is supported by a corresponding departure from laminar surface heat-flux

rates measured by surface mounted heat-transfer gauges (not shown). Note that there

is a peak in the cross-correlation only when both detectors have a distinct narrowband

spectral response. The peak in the cross-correlation indicates that there are discrete

packets of narrowband disturbance that are traceable from the upstream detector to

the downstream detector.



96

10
5

10
6

10
710

−13

10
−12

10
−11

10
−10

Frequency (Hz)

|∆
ρ
/ρ

L
|2
/
H
z

 

 

ResE :1.24e+06
ResE :1.42e+06

(a) Shot 2767: ReUnit
E = 1.98e6 (1/m)

10
5

10
6

10
710

−13

10
−12

10
−11

10
−10

Frequency (Hz)

|∆
ρ
/ρ

L
|2
/
H
z

 

 

ResE :1.48e+06
ResE :1.7e+06

(b) Shot 2766: ReUnit
E = 2.36e6 (1/m)

10
5

10
6

10
710

−13

10
−12

10
−11

10
−10

Frequency (Hz)

|∆
ρ
/ρ

L
|2
/H

z

 

 

ResE :1.77e+06
ResE :2.03e+06

(c) Shot 2765: ReUnit
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Figure 4.19: Power spectral density estimates of ∆ρ/ρL for the lower enthalpy air
shot series (conditions summarized in Table 4.7.)

4.4.2 Higher Enthalpy Conditions

A second series of shots in air was conducted at higher reservoir pressure so that the

reservoir enthalpy could be increased at a Reynolds number appropriate for instability

measurement. These conditions appear as the conditions in the lower box in Table 4.7.

Time traces and correlations are included for these experiments in Fig. 4.20. As the

edge Reynolds number is increased, the RMS response of the FLDI probe volumes

increases.

Power spectral density estimates are made for these experiments as well. They

are computed using Welch’s method, with 50% overlapping 10 µs Hann windows and
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Figure 4.20: Time traces and cross-correlations of ∆ρ/ρL for the higher enthalpy air
shot series (conditions summarized in Table 4.7).

are presented in Fig. 4.21. Again, as the Reynolds number is increased, narrowband

peaks appear to grow in amplitude, and then broadband behavior is observed. Note

that making measurements of the instability at both probe volumes is more difficult

at higher reservoir conditions (as in Fig. 4.21(b) versus Fig. 4.19(b)) because the

non-dimensional distance between the detectors is higher.

The narrowband peaks observed in the spectral estimates are consistent with the

acoustic mode first described by Mack (1984), for which an estimate of the most

strongly amplified frequency is f ≈ KUE/(2δ). The frequency of the spectral peak

at the upstream detector, fU , is higher than the frequency of the spectral peak at
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the downstream detector, fD; as expected, the frequency is inversely proportional to

the computed boundary-layer thickness (Table 4.8). This behavior is consistent with

the hypothesis that as the effective waveguide grows in size, the frequency should

decrease correspondingly. Note that the dimensional narrowband spectral content is

of higher frequency in Fig. 4.21 than Fig. 4.19, but the time scale is consistent for

two disparate run conditions.
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Figure 4.21: Power spectral density estimates of ∆ρ/ρL for the higher enthalpy air
shot series (conditions summarized in Table 4.7).
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Table 4.8: Double Point Air Boundary Layer Instability Scaling

Shot UE τ UE/(∆s/τ) δU fU 2fUδU/UE δD fD 2fDδD/UE

(m/s) (µs) (-) (mm) (kHz) (-) (mm) (kHz) (-)

2767 3728 24.5 1.00 1.91 620 0.63 2.04 580 0.63
2766 3464 26.4 1.00 1.77 620 0.63 1.89 580 0.63
2765 3248 - - 1.67 580 0.64 1.79 - -
2764 2982 - - 1.72 - - 1.84 - -

2788 4425 - - 1.25 - - 1.34 - -
2789 4244 20.5 0.96 1.17 1200 0.66 1.25 1180 0.69
2790 4199 - - 1.14 1200 0.65 1.22 - -
2787 4062 - - 1.14 - - 1.22 - -

4.4.3 Schlieren Visualization

High-speed schlieren cinematography from a conventional z-type setup, as in Settles

(2001), also appears to capture the instability (Fig. 4.22). The 192x56 pixel images

are recorded at 320k frames per second with a Vision Research Phantom v710. The

light source is a high-power laser diode (905 nm, PN: 905D3S3J09R), pulsed for 12 ns

by a LDP-V 50-100 V3 driver module from Laser Components. The center of the

field of view is downstream of both FLDI detectors, approximately 780 mm from

the tip of the cone. Ten frames are selected that bracket a frame in time when an

interesting disturbance is observed in post-processing. An average is constructed, and

75 percent of the average is subtracted from each frame for contrast enhancement.

The image shows the structures of the instability to be inclined at a 13-26 deg angle

to the surface; it is noted to be similar to the results reported in Kimmel et al.

(1996), VanDercreek (2010), and Laurence et al. (2012). ”Structure angles for second-

mode waves represent the inclination of a line of constant phase in the x-y plane”

Kimmel et al. (1996); this is what we beleive the structures in Fig. 4.22 to be.
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Figure 4.22: Schlieren images from shot 2766. On the left is the mean of ten frames,
on the right is a snapshot of the instability. The time stamp indicates the delay
from the pressure rise in the reservoir. The flow is from left to right. The calculated
boundary-layer thickness (Table 4.8) and a length scale (allen key) placed in the image
plane prior to the experiment are used to formulate the axes labels.

4.5 Double Point FLDI Measurement - N2

Nitrogen is used as the test gas in the series of experiments presented in this section.

The reservoir pressure is held approximately constant, while the reservoir enthalpy is

varied for three different series of shots. The three shot series are separated in Ta-

ble 4.9 for organizational purposes as “lower enthalpy” (shots 2774-2775), “medium

enthalpy” (shots 2781-2778), and “higher enthalpy” (shots 2783-2782). The purpose

of this campaign is to repeat the tests discussed in section 4.4 at as similar conditions

as experimentally possible, but with a different test gas. This allows for the identifica-

tion of any first-order effects that would significantly differentiate air and N2 as a test

gas at these conditions. An additional goal was to attempt to make measurements of

the acoustic instability at free-stream velocities in excess of 5 km/s. Again, the edge

unit Reynolds number decreases when the reservoir pressure is held constant and the

reservoir enthalpy is increased.

For this shot series, the two FLDI probe volumes at 627±1 mm and 718±1 mm

are positioned 29-42% of the boundary-layer thickness from the surface of the cone,

respectively. All the probe locations can be found in Table B.
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Table 4.9: Double Point Edge Conditions - N2

Shot UE ρE PE Tt/rE TvE ME ReUnit
E yN2

yN
(m/s) (kg/m3) (kPa) (K) (K) (-) (1/m) (-) (-)

2774 4054 0.020 6.9 1183 3303 5.76 1.72e6 0.99 0.01
2773 3859 0.020 6.0 1014 3136 5.93 1.83e6 1.00 0.00
2772 3665 0.021 5.4 876 3012 6.07 1.98e6 1.00 0.00
2775 3511 0.023 5.4 781 2924 6.16 2.25e6 1.00 0.00

2781 4793 0.045 29.8 2222 3360 4.95 3.11e6 0.99 0.01
2780 4624 0.049 28.7 1959 3300 5.10 3.61e6 0.99 0.01
2779 4389 0.050 24.4 1630 3200 5.32 4.03e6 1.00 0.00
2778 4194 0.050 20.3 1373 3082 5.54 4.15e6 1.00 0.00

2783 4917 0.052 38.1 2446 3263 4.84 3.44e6 0.99 0.01
2782 4792 0.056 37.1 2233 3252 4.95 3.85e6 0.99 0.01

4.5.1 Lower Enthalpy Conditions

The results for the nitrogen test series are qualitatively similar to those for air. An

increase in RMS response of ∆ρ/ρL as the edge unit Reynolds number is increased

can be observed (top of each plot in Fig. 4.23). A peak in cross-correlation at a

time-lag τ , is nearly consistent with the time scale associated with the edge velocity

and the detector spatial separation ∆s (Table 4.10). These peaks in cross-correlation

appear when both the upstream and downstream band-pass filtered time traces of

∆ρ/ρL show low-amplitude, wave-packet-like behavior (Fig. 4.23). This may indicate

that the detectors are tracking wave packets that are traveling along the generator of

the cone at approximately the edge velocity. This is similar in behavior as in the air

series presented in in section 4.4.

Welch’s method, with 50% overlapping 20 µs Hann windows, is used to make

estimates of the power spectral density for each case (Fig. 4.24). As the Reynolds

number is increased, a narrowband spectral peak increases in amplitude until it sat-

urates, and then broadens out, similar in behavior as in the air series presented in in

section 4.4.

The narrowband peaks observed in the spectral estimates are again consistent with
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Figure 4.23: Time traces and cross-correlations of ∆ρ/ρL for the lower enthalpy N2

shot series (conditions summarized in Table 4.9).

the acoustic mode. The frequency of the spectral peak at the upstream detector, fU ,

is higher than the frequency of the spectral peak at the downstream detector, fD;

the frequency is inversely proportional to the computed boundary-layer thickness

(Table 4.10).
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Figure 4.24: Power spectral density estimates of ∆ρ/ρL for the lower enthalpy N2

shot series (conditions summarized in Table 4.9).

4.5.2 Moderate Enthalpy Conditions

As with the shots in air, a second series of shots in N2 was conducted at higher

reservoir pressure so that the reservoir enthalpy could be increased at a Reynolds

number appropriate for instability measurement. Again with increasing Reynolds

number, the RMS fluctuations are observed to increase (Fig. 4.25). There are peaks

in the cross-correlations when there are low-amplitude disturbances registered by both

probe volumes. The velocity scale of transit of the disturbances between the detectors

is again observed to be nearly the edge velocity (Table 4.9).

Welch’s method, with 50% overlapping 10 µs Hann, windows, is used to make
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Figure 4.25: Time traces and cross-correlations of ∆ρ/ρL for the medium enthalpy
N2 shot series (conditions summarized in Table 4.9).

estimates of the power spectral density for each case (Fig. 4.26). The narrowband

spectral peak increases in amplitude and decreases in frequency until it saturates,

and then broadens out as the Reynolds number is increased.
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Figure 4.26: Time traces and cross-correlations of ∆ρ/ρL for the medium enthalpy
N2 shot series (conditions summarized in Table 4.7.)

4.5.3 Higher Enthalpy Conditions

In this subsection, the reservoir conditions were altered so that instability measure-

ments were able to be made at free-stream velocities of> 5 km/s (Table 4.7). Only two

shots are included in this series as the high reservoir enthalpy and pressure required

to make such measurements are closer to the performance envelope of T5, so the turn-

around time of such shots is longer because of the more involved cleaning procedure

that is required. The qualitative trends in increase in RMS response with increasing

Reynolds number is consistent with all other experimental series (Fig. 4.27). The

characteristic velocity (∆s/τ) that is observed from the correlation is again nearly
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consistent with the edge velocity (Table 4.8) when there are low amplitude distur-

bances registered at the upstream and downstream detectors.
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Figure 4.27: Time traces and cross-correlations of ∆ρ/ρL for the higher enthalpy N2

shot series (conditions summarized in Table 4.7).

For these higher enthalpy cases, Welch’s method, with 50% overlapping 10 µs

Hann windows, is used to make estimates of the power spectral density for each

case (Fig. 4.28). The narrowband spectral peak increases in amplitude and decreases

in frequency until it saturates, and then broadens out as the Reynolds number is

increased.
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Figure 4.28: Power spectral density estimates of ∆ρ/ρL for the higher enthalpy N2

shot series (conditions summarized in Table 4.7).
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Table 4.10: Double Point N2 Boundary Layer Instability Scaling

Shot UE τ UE/(∆s/τ) δU fU 2fUδU/UE δD fD 2fDδD/UE

(m/s) (µs) (-) (mm) (kHz) (-) (mm) (kHz) (-)

2774 4054 21.6 0.96 2.37 620 0.72 2.54 570 0.71
2773 3859 24.6 1.04 2.37 620 0.76 2.53 580 0.76
2772 3665 25.3 1.02 2.32 630 0.80 2.49 570 0.77
2775 3511 - - 2.22 570 0.72 2.38 - -

2781 4793 18.1 0.95 1.56 1100 0.71 1.67 960 0.67
2780 4624 18.8 0.96 1.48 980 0.63 1.58 - -
2779 4389 - - 1.46 900 0.60 1.57 - -
2778 4194 - - 1.48 - - 1.58 - -

2783 4917 18.4 0.99 1.44 1200 0.70 1.54 1200 0.75
2782 4792 - - 1.40 - - 1.49 - -

4.5.4 Schlieren Visualization

High-speed schlieren cinematography from a conventional z-type setup, as in Settles

(2001), also appears to capture the instability (Fig. 4.29). The 256x128 pixel images

are recorded at 150k frames per second with a Vision Research Phantom v710. The

light source is a high-power laser diode (905 nm, PN: 905D3S3J09R), pulsed for 12 ns

by a LDP-V 50-100 V3 driver module from Laser Components. The center of the

field of view is downstream of both FLDI detectors, approximately 780 mm from

the tip of the cone. Ten frames that bracket a frame in time when an interesting

disturbance is observed in post-processing are selected. An average is constructed,

and 75 percent of the average is subtracted from each frame for contrast enhancement.

The image shows the structures of the instability to be inclined at a 13-26 deg angle

to the surface. It is noted to be similar to the results reported in Kimmel et al.

(1996), VanDercreek (2010), and Laurence et al. (2012). ”Structure angles for second-

mode waves represent the inclination of a line of constant phase in the x-y plane”

Kimmel et al. (1996); this is what we beleive the structures in Fig. 4.22 to be.
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Figure 4.29: Schlieren image from shot 2773. On the left is the mean of ten frames,
on the right is a snapshot of the instability. The time stamp indicates the delay
from the pressure rise in the reservoir. The flow is from left to right. The calculated
boundary-layer thickness (Table 4.10) and a length scale (allen key) placed in the
image plane prior to the experiment are used to formulate the axes labels.

4.6 Double Point FLDI Measurement - CO2

Carbon dioxide is used as the test gas in the series of experiments presented in this

section. The reservoir pressure is held approximately constant, while the reservoir

enthalpy is varied for one series of shots. The conditions for this shot series are

presented in Table 4.11. The purpose of this campaign is to repeat the tests discussed

in sections 4.4 and 4.5 at as similar reservoir conditions as experimentally possible,

but with a test gas that is understood to be more thermo-chemically active. Again,

the edge unit Reynolds number decreases when the reservoir pressure is held constant

and the reservoir enthalpy is increased.

Table 4.11: Double Point Edge Conditions - CO2

Shot UE ρE PE Tt/rE TvE ME ReUnit
E yCO2

yO2
yCO yC yO

(m/s) (kg/m3) (kPa) (K) (K) (-) (1/m) (-) (-) (-) (-) (-)

2795 2549 0.086 23.6 1356 1356 4.10 5.07e6 0.85 0.06 0.10 0.00 0.00
2796 2518 0.090 24.2 1331 1331 4.10 5.34e6 0.86 0.05 0.09 0.00 0.00
2794 2512 0.091 24.3 1327 1327 4.10 5.39e6 0.86 0.05 0.09 0.00 0.00
2793 2398 0.098 24.0 1227 1227 4.11 5.97e6 0.90 0.04 0.06 0.00 0.00

Peaks in the cross correlations are observed when the disturbances at both detec-

tors are of low amplitude (Fig. 4.30); this is consistent with the behavior observed in

sections 4.4 and 4.5. The characteristic velocity (∆s/τ) is different from what was
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tabulated for the air and nitrogen shots in Tables 4.8 and 4.10. For the air and N2

shots, the characteristic velocity scaled as UE/(∆s/τ) ≈ 1. For the shots with CO2

as the test gas, the characteristic velocity scaled as UE/(∆s/τ) ≈ 0.86.
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Figure 4.30: Time traces and cross-correlations of ∆ρ/ρL for the CO2 shot series
(conditions summarized in Table 4.11).

Welch’s method, with 50% overlapping 20 µs Hann windows, is used to make

estimates of the power spectral density for each case (Fig. 4.31). As the Reynolds

number is increased, a narrowband spectral peak increases in amplitude and decreases

in frequency until it saturates, and then broadens out; this is qualitatively similar to

behavior observed in the air and N2 experiments presented in in sections 4.4 and 4.5.

The narrowband peaks observed in the spectral estimates are again consistent with
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Figure 4.31: Power spectral density estimates of ∆ρ/ρL for the CO2 shot series (con-
ditions summarized in Table 4.11).

the acoustic mode. The frequency of the spectral peak at the upstream detector, fU ,

is higher than the frequency of the spectral peak at the downstream detector, fD;

the frequency is inversely proportional to the computed boundary-layer thickness

(Table 4.12).
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Table 4.12: Double Point CO2 Boundary Layer Instability Scaling

Shot UE τ UE/(∆s/τ) δU fU 2fUδU/UE δD fD 2fDδD/UE

(m/s) (µs) (-) (mm) (kHz) (-) (mm) (kHz) (-)

2795 2549 30.7 0.86 1.02 840 0.67 1.10 780 0.67
2796 2518 31.3 0.87 0.99 820 0.65 1.06 730 0.62
2794 2512 31.9 0.88 0.99 840 0.66 1.06 750 0.63
2793 2398 - - 0.95 860 0.68 1.01 - -
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Chapter 5

Analysis

In this chapter, the instability measurements presented in section 4 are analyzed. The

methodology of data processing is described and the results are compared to stability

calculations.

5.1 Experimental Amplification Factor

The determination of the amplification factor between the two probe volumes is de-

scribed in this section. For a shot to be considered for amplification factor analysis,

the results must exhibit the following behavior: 1) there is no significant departure

from computed laminar heating rates, 2) there is a peak in the cross-correlations that

indicates the existence of discrete packets, and 3) there is no spectral behavior that

would indicate the wave packets are non-linear or turbulent.

5.1.1 Methodology

To reduce the data, the amplification of disturbances is assumed to be 2-D, which

is supported by the literature for this article geometry, orientation, and flow regime

(Mack, 1984, Fedorov, 2011). Spatial amplification in the stream-wise direction is also

assumed to be occurring at constant frequency between the detector stations; that

is, the time-averaged amplitude at a given frequency in the upstream probe volume
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spectrum may be related to the time-averaged amplitude at the same frequency in

the downstream probe volume.

To make an estimate of the experimentally measured change in amplitude between

stations we choose the amplification factor N to characterize density perturbations

as

N = ln (|AD|/|AU |) = ln (|∆ρD|/|∆ρU |) =
1

2
ln

(

|∆ρD/ρL|
2/Hz

|∆ρU/ρL|2/Hz

)

, (5.1)

where the chosen disturbance amplitude ratio, AD/AU , is the density fluctuation ra-

tio, |∆ρD|/|∆ρU |. There also must be sufficient signal to noise ratio (SNR) of the

response at both detectors to make amplification factor measurements. An example

of acceptable SNR is given for shot 2773 in Fig. 5.1(a); the frequency band in the

spectrum which is deemed to have sufficient SNR is bounded by the two thick verti-

cal lines. The results from this method of calculating the amplification factor can be

found in Fig. 5.1(b). Note that the amplification factor discussed here is not synony-

mous with the “N factor of transition” that researchers use to estimate the transition

location from stability calculations, the amplification factor computed using Eq. 5.1

and presented in Fig. 5.1 is a measure of the amplification of the disturbances in

density between the two probe volumes.
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Figure 5.1: a: Example of amplification factor for shot 2773: N2, ReUnit
E =

1.83e6 (1/m). The acceptable SNR is located between the two thick vertical lines. b:
the amplification factor computed from (a).

5.1.2 Uncertainty Estimate

The systematic error in the amplification factor is conservatively bounded to be less

than 5%. This small error is due to the proportional nature of N = ln (|∆ρD|/|∆ρU |);

the systematic errors subtract from each other. The random error is estimated from

the two CO2 experiments at nominally the same conditions (shots 2794 and 2796). At

the maximum amplification factor, there is a difference of amplification of 10% and

the peak is displaced 3.5% in frequency; these percentage values are used to represent

the error estimate in the data.

5.1.3 Results

For each experiment performed with sufficient data quality, the amplification factor

is computed (Fig. 5.2). The data are summarized in Table 5.1, along with the type

of gas, the edge-unit Reynolds number ReUnit
E , the edge Reynolds number based on

the upstream detector location ReUE, and the edge Reynolds number based on the

detector spacing Re∆s
E . Also in Table 5.1 is the product of the angular frequency at
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Figure 5.2: The amplification factor for all shots with sufficient signal to noise ratio.

maximum amplification and relaxation time of the gas constituent with the lowest

characteristic vibrational temperature 2πfNmax
τv,i,

1 the ratio of edge temperature to

the characteristic vibrational temperature of the gas constituent with the lowest value

Table 5.1: Amplification Factor Data Summary

Shot Gas ReUnit
E ReUE Re∆s

E ME Nmax fNmax
2πfNmax

τv,i TE/Θv,i λαc λ
∑

i αr,i λαa

(1/m) (-) (-) (-) (-) (kHz) (-) (-) (-) (-) (-)

2767 Air 1.98e6 1.24e6 0.18e6 4.7 0.65 560 5.4e+02 0.67 0.05 0.00 0.05
2766 Air 2.36e6 1.48e6 0.22e6 4.9 0.78 540 1.2e+03 0.56 0.05 0.00 0.05
2789 Air 4.73e6 2.96e6 0.43e6 4.5 0.73 1170 9.1e+01 0.94 0.04 0.00 0.04

2774 N2 1.72e6 1.08e6 0.16e6 5.8 0.70 550 1.0e+06 0.35 0.09 0.00 0.09
2773 N2 1.83e6 1.15e6 0.17e6 5.9 0.69 550 3.5e+06 0.30 0.10 0.00 0.10
2772 N2 1.98e6 1.24e6 0.18e6 6.1 0.73 510 1.1e+07 0.26 0.10 0.00 0.10
2781 N2 3.11e6 1.95e6 0.28e6 5.0 0.48 970 7.9e+03 0.65 0.05 0.00 0.05
2783 N2 3.44e6 2.16e6 0.31e6 4.8 0.38 1160 4.3e+03 0.72 0.05 0.00 0.05

2794 CO2 5.39e6 3.38e6 0.49e6 4.1 0.78 700 1.0e+01 1.38 0.03 0.08 0.10
2795 CO2 5.07e6 3.18e6 0.46e6 4.1 0.60 760 1.1e+01 1.41 0.03 0.07 0.10
2796 CO2 5.34e6 3.35e6 0.49e6 4.1 0.71 680 1.0e+01 1.39 0.03 0.08 0.11
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TE/Θv,i,
1 and the acoustic attenuation per unit wavelength λαa. The attenuation per

wavelength (λαa) is computed by αa = αc +
∑

i αr,i; αc is computed as in Eq. 1.6b,

and
∑

i αr,i is computed with code described in Fujii and Hornung (2001, 2003).

The presentation of time scale (2πfNmax
τv,i) and temperature ratio (TE/Θv,i) is

intended to give a feel for the rate at which the gas is vibrationally relaxing and

the extent to which the test gas is vibrationally excited. The N2 experiments are

relatively unexcited and have a large time scale mismatch. The Stokes-Kirchhoff

(SK) attenuation is dominant, and is especially high for the N2 shots with a lower

edge density per Eq. 1.6b (edge conditions in Tables 4.7, 4.9, and 4.11).

In the air shots, the O2 is closer in terms of time scale (ωτ is of order 100) and

has a higher level of excitation, noting that the mass fraction of O2 in the boundary

layer is yO2
≈ 0.18. Again, the Stokes-Kirchhoff (SK) attenuation is dominant.

For the CO2 experiments, the time scale is mismatched by approximately one

order of magnitude and exhibits appreciable vibrational excitation, noting that mass

fraction of CO2 is yCO2
≈ 0.85 in the boundary layer. This implies that the CO2

experiments have the best chance to exhibit instability attenuation by relaxation ef-

fects. The Stokes-Kirchhoff (SK) attenuation is approximately half of the attenuation

due to vibrational relaxation.

The amplification factors in Fig. 5.2 are all comparable to each other in terms

of amplitude, and this is a manifestation of the SNR of the measurement technique.

What is notable is that these similar amplification factors are observed during exper-

iments with different Reynolds numbers and edge Mach numbers.

Three shots are selected and the amplification factor and attenuation coefficient

are overlaid (Fig. 5.3). The linear slope of the acoustic attenuation for the air and N2

cases exemplify the dominance of the SK terms. The uptick in attenuation for the

CO2 case at lower frequency is indicative of the vibrational relaxation terms.

1For air: Θv,O2
=2239 K, for N2: Θv,N2

=3395 K, and for CO2: Θv,CO2
=960 K for the lowest

energy doubly-degenerate mode.



117

400 500 600 700 800 900
−0.2

0

0.2

0.4

0.6

0.8

Frequency (kHz)

N
=

ln
(|
∆
ρ
D
|/
|∆

ρ
U
|)

a
n
d
λ
α
a
/
4

 

 

2766-Air-ReUnit
E :2.4e6/m

2773-N2-ReUnit
E :1.8e6/m

2796-CO2-ReUnit
E :5.4e6/m
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5.2 PSE-Chem - Experiment Comparison

In this section, stability computations are compared with experimental results. Back-

ground is given to the stability calculations. The means by which data are extracted

from the computations is described. Finally, examples of computational-experimental

comparison are presented. Future work regarding improving the predictive capabili-

ties of the computations is discussed.

5.2.1 Methodology

PSE-Chem is a part of the STABL software package described in Johnson et al.

(1998), Johnson (2000), and Wagnild (2012). PSE-Chem analyzes the mean flow

over the cone computed by DPLR. First, the method of normal modes is applied to

the reacting Navier-Stokes equations, where it is assumed that the boundary layer is

quasi-parallel, the gas is in thermo-chemical non-equilibrium, and the disturbances
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have the form

q′(s, z, t) = q̂(y) exp(i(αs+ βz − ωt)), (5.2)

where q′ is a disturbance at a position along the generator of the cone s, azimuthal

position z, and time t. The amplitude of the disturbance is considered to be only a

function of the wall-normal distance, q̂ = q̂(y). The stream-wise wave number is α,

the azimuthal wave number is β, and the angular frequency is ω. The spatial linear

stability problem is analyzed where the frequency (ω) is real and the wave numbers

are complex (α = αr + αi); non-zero azimuthal wavenumbers (β) are not considered

in this analysis, as disturbance is assumed to be two-dimensional. The linear stability

calculation results are then used as initial values for the parabolized stability equation

(PSE) analysis, which is used to account for the non-parallel nature of the boundary

layer. The procedure for the PSE analysis is found in Johnson (2000), which is builds

on the work reported in Herbert (1993, 1997) and Chang and Malik (1994).

PSE-Chem is used to compute linear stability diagrams and amplification curves

for cases corresponding to those in section 5.1.3. The linear stability diagrams are

computed at the conditions summarized in Tables 4.7, 4.9, and 4.11. The amplifi-

cation curves are computed from the upstream detector position on the cone at a

spread of frequencies around those observed in the experiments. The amplification

factor (N) is computed as

N =

∫ sD

sU

σds, (5.3a)

σ = −Im(α) +
1

2E

dE

ds
, (5.3b)

E =

∫

Ω

ρ
(

|û|2 + |v̂|2 + |ŵ|2
)

dV, (5.3c)

where, sU and sD are the upstream and downstream probe volume locations, σ is

the growth rate, α is the wavenumber along a generator of the cone, and E is the
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Figure 5.4: Example from shot 2773. a: Evolution of the amplification factor along the
cone between then upstream and downstream probe volume locations, as in Eq. 5.3a.
Note that different frequencies are amplified at different rates, and negative amplifi-
cation factors are not shown. b: Computation of amplification factor for shot 2773
between the upstream and downstream probe volumes.

disturbance kinetic energy (Johnson, 2000). Other researchers have proposed that for

compressible boundary layers there are more terms (namely thermodynamic) in the

integrand of Eq. 5.3c, such as those in Mack (1984) or Hanifi et al. (1996); however,

Schmid and Henningson (2001) note that “there is no obvious definition of distur-

bance measure,” so we omit the extra terms, as is the case with the default option in

PSE-Chem. A fixed frequency is parameterized for each σ in Eq. 5.3a. An example of

this is seen in Fig. 5.4(a) where different frequencies are amplified at different rates.

If we take only the value at the downstream location, the result is Fig. 5.4(b); this is

what we will compare our experimental amplification curves to.

5.2.2 Results

Comparisons of computational and experimental results are presented for five exper-

iments of high data quality. For each experiment, there is a linear stability diagram

included so that the evolution of most amplified disturbance along the cone may be

appreciated. Additionally, there is a comparison of normalized density fluctuation
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amplitude (|∆ρ|/ρL) versus imaginary stream-wise wavenumber (αi). Finally, the

computational and experimental amplification factors are compared for each case.

The band at which frequencies are amplified is thin for shot 2766 relative to

other cases, this is apparent from the linear stability diagram in Fig. 5.5(a). A line

representing 0.7UE/(2δ) in Fig. 5.5(a) illustrates how well the scaling of the most

amplified frequency matches the computed value.

Two slices from the linear stability diagram are presented in Fig. 5.5(b) corre-

sponding to the probe locations, which are marked on the linear stability diagram as

sU and sD. It is observed that the computed αi is of higher frequency than the mea-

sured narrowband disturbances (Fig. 5.5(b)). The decrease in observed frequency at

density fluctuation maximum between the upstream and downstream probe volumes

is 5%, and this is similar to the computed decrease in frequency at the largest αi,

6%. The computational-experimental amplification factor comparison in Fig. 5.5(c)

is poor in both amplitude and frequency.

The band at which frequencies are amplified is also relatively thin for shot 2773

relative to other cases, this is apparent from the linear stability diagram in Fig. 5.6(a).

The line formed by 0.7UE/(2δ) in Fig. 5.6(a) does not capture the value for the most

amplified frequency as accurately as in the air case presented in Fig. 5.5(a), but the

agreement with the trend is still apparent. Additionally, because of the lower unit

Reynolds number in shot 2773 relative to shot 2766, the value of αi is lower.

Slices from the linear stability diagram corresponding to the marked probe loca-

tions are presented in Fig. 5.6(b) along with the observed |∆ρ|/ρL for shot 2773. It is

observed that the computed αi is of higher frequency than the measured narrowband

disturbances (Fig. 5.6(b)). In this case, the decrease in the measured frequency at

which there is maximum density fluctuation between the upstream and downstream

probe volumes is 7%; this is similar to the computed decrease in frequency at the

largest αi at 8%. Again, the computational-experimental amplification factor com-
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Figure 5.5: Computational-experimental comparison for shot 2766, conditions sum-
marized in Table 5.1. a: Linear stability diagram, darker shading indicating higher
growth rate. A line representing 0.7UE/(2δ) illustrates most amplified frequency scal-
ing. Vertical lines denoted by sU and sD mark the upstream and downstream probe
volume distance from the cone tip. b: Overlay of measured density disturbance am-
plitude from upstream (solid line, no markers) and downstream (solid line, markers)
probe volumes, and computed growth rate at corresponding upstream (dashed line, no
markers) and downstream (dashed line, markers) locations. c: Overlay of computed
(dashed line) and measured (dotted line) amplification factor. Arrows are included
to aid in indicating the appropriate ordinate.
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parison in Fig. 5.6(c) is poor in both amplitude and frequency.

The neutral stability curve for shot 2796 (Fig. 5.7(a)) is apparently thicker than

for shots 2773 (N2) or 2766 (air) at similar reservoir conditions, this is a result of

the higher unit edge Reynolds number. The scaling of 0.7UE/(2δ) under-predicts the

most amplified frequency, but again the trend is consistent with the linear stability

calculation. The higher unit edge Reynolds number for shot 2796 results in a higher

computed growth rate than for shots 2773 or 2766. The computed stream-wise imag-

inary wavenumber (αi) is of higher frequency than the measured density disturbances

(|∆ρ|/ρL), as seen in Fig. 5.7(b). The shift in frequency of the largest αi is 4% which

is considerably smaller than the 10% decrease in frequency at the maximum |∆ρ|/ρL

between the stations. The computational-experimental amplification factor compar-

ison in Fig. 5.7(c) is poor in both amplitude and frequency, and there is greater

disagreement than for the shots in air and N2.

Shot 2783 is a N2 shot at nominally “higher” reservoir conditions than shot 2773,

a N2 at lower enthalpy and pressure. This results in a higher edge velocity and higher

unit edge Reynolds number than shot 2773. The effect of ReUnit
E on the stability

of the flow is evident in the neutral stability curve as it is apparently thicker and of

appreciably higher frequency (Fig. 5.8(a)). In Fig. 5.8(a), the line marked 0.7UE/(2δ)

is made white because of how well it agrees with the stability computation. The

computed growth rate for shot 2783 is higher than for shot 2773. The computed

stream-wise imaginary wavenumber (αi) is of higher frequency than the measured

density disturbances (|∆ρ|/ρL), as seen in Fig. 5.8(b). The shift in frequency of the

largest αi is 10%, which is considerably larger than the 1% decrease in frequency

at the maximum |∆ρ|/ρL between the stations. The computational-experimental

amplification factor comparison in Fig. 5.8(c) is poor in amplitude, but the maximum

in frequency is nearly matched.

The discussion of shot 2773 relative to shot 2783 was intended to explore the
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Figure 5.6: Computational-experimental comparison for shot 2773, conditions sum-
marized in Table 5.1. a: Linear stability diagram, darker shading indicating higher
growth rate. A line representing 0.7UE/(2δ) illustrates most amplified frequency scal-
ing. Vertical lines denoted by sU and sD mark the upstream and downstream probe
volume distance from the cone tip. b: Overlay of measured density disturbance am-
plitude from upstream (solid line, no markers) and downstream (solid line, markers)
probe volumes, and computed growth rate at corresponding upstream (dashed line, no
markers) and downstream (dashed line, markers) locations. c: Overlay of computed
(dashed line) and measured (dotted line) amplification factor. Arrows are included
to aid in indicating the appropriate ordinate.
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Figure 5.7: Computational-experimental comparison for shot 2796, conditions sum-
marized in Table 5.1. a: Linear stability diagram, darker shading indicating higher
growth rate. A line representing 0.7UE/(2δ) illustrates most amplified frequency scal-
ing. Vertical lines denoted by sU and sD mark the upstream and downstream probe
volume distance from the cone tip. b: Overlay of measured density disturbance am-
plitude from upstream (solid line, no markers) and downstream (solid line, markers)
probe volumes, and computed growth rate at corresponding upstream (dashed line, no
markers) and downstream (dashed line, markers) locations. c: Overlay of computed
(dashed line) and measured (dotted line) amplification factor. Arrows are included
to aid in indicating the appropriate ordinate.



125

sU sD

Distance (mm)

F
re
q
u
en

cy
(k
H
z)

 

 

≤

0 100 200 300 400 500 600 700 800 900 1000
0

500

1000

1500

2000

2500

3000

-α
i
(1
/
m
)

0

10

20

30

40

50

(a)

900 1000 1100 1200 1300 1400 1500
0

0.01

0.02

0.03

0.04

0.05

→
←

Frequency (kHz)

|∆
ρ
/
ρ
L
|
×

10
0

0

4

8

12

16

20

24

28

32

36

40

−
a
i
(1
/
m
)

(b)

1000 1100 1200 1300 1400
0

0.5

1

1.5

2

2.5

3

3.5

Frequency (Hz)

N

(c)

Figure 5.8: Computational-experimental comparison for shot 2783, conditions sum-
marized in Table 5.1. a: Linear stability diagram, darker shading indicating higher
growth rate. A line representing 0.7UE/(2δ) illustrates most amplified frequency scal-
ing. Vertical lines denoted by sU and sD mark the upstream and downstream probe
volume distance from the cone tip. b: Overlay of measured density disturbance am-
plitude from upstream (solid line, no markers) and downstream (solid line, markers)
probe volumes, and computed growth rate at corresponding upstream (dashed line, no
markers) and downstream (dashed line, markers) locations. c: Overlay of computed
(dashed line) and measured (dotted line) amplification factor. Arrows are included
to aid in indicating the appropriate ordinate.
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behavior of the same gas a disparate run conditions, the same is true of shot 2789

and shot 2766. Shot 2766 is an air shot at nominally “lower” reservoir conditions than

shot 2789, an air experiment at higher enthalpy and pressure. This results in a higher

edge velocity and higher unit edge Reynolds number than shot 2789. The effect on

the stability of the flow is evident in the neutral stability curve in Fig. 5.9(a), as it is

apparently thicker and of appreciably higher frequency as compared with shot 2766.

Again, the line marked by 0.7UE/(2δ) in Fig. 5.9(a) is made white because of how

well it agrees with the stability computation. The maximum of the measured density

disturbances (|∆ρ|/ρL) occurs at a lower frequency than the computed growth rate

for shot 2789. The decrease in frequency of the largest αi is similar to the decrease in

frequency at the maximum |∆ρ|/ρL between the stations, 1%. The computational-

experimental amplification factor comparison in Fig. 5.9(c) is poor in amplitude and

frequency.

Several trends have become apparent following the analysis of the computational-

experimental instability data. According to the computations, for the lower edge

unit Reynolds number (ReUnit
E ) flows, the band of frequencies that is most amplified

is more narrow relative to high ReUnit
E flows. For cases with a higher ReUnit

E , there

is a larger computed imaginary stream-wise wavenumber αi. The assertion that the

boundary-layer disturbances should increase in amplitude and decrease in frequency

as ∝ 1/δ is supported by the experimental and computational data.

One significant discrepancy between the computational and the experimental data

is that for air and CO2 experiments, the computed imaginary stream-wise wavenum-

ber αi has a maximum in frequency that is higher than the frequency at which there

is a maximum in density disturbances (|∆ρ|/ρL). This is not a sensible result because

the maximum in amplification should occur at a lower frequency than the maximum

amplitude for this flow field. Suppose that a disturbance evolves as two discrete fixed

frequencies of 1500 kHz and 1300 kHz from s=400 mm in in the linear stability di-
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Figure 5.9: Computational-experimental comparison for shot 2789, conditions sum-
marized in Table 5.1. a: Linear stability diagram, darker shading indicating higher
growth rate. A line representing 0.7UE/(2δ) illustrates most amplified frequency scal-
ing. Vertical lines denoted by sU and sD mark the upstream and downstream probe
volume distance from the cone tip. b: Overlay of measured density disturbance am-
plitude from upstream (solid line, no markers) and downstream (solid line, markers)
probe volumes, and computed growth rate at corresponding upstream (dashed line, no
markers) and downstream (dashed line, markers) locations. c: Overlay of computed
(dashed line) and measured (dotted line) amplification factor. Arrows are included
to aid in indicating the appropriate ordinate.
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agram in Fig. 5.9(a), and follows linear spatial stability theory. The amplitude A of

the disturbance at each frequency would evolve as (A) ∝ exp(
∫

−αids), and higher

frequencies would become more amplified at a downstream station, i.e. at s=600 mm.

The 1500 kHz disturbance would be integrated through a region with large −αi for a

longer distance than the 1300 kHz disturbance. The N2 shots have the correct trend

for the relative frequencies for the maxima in imaginary stream-wise wavenumber and

density perturbations.

The reason for this disparity in frequency content is not clear at the time of this

writing, but one strong candidate cause is the large systematic error in calculating the

run conditions that was discussed in detail in section 2.5. An approximate estimate

of the change in most strongly amplified frequency (f) due to a change in static

thermodynamic conditions and velocity can be had by using the scaling f ≈ UE/(2δ)

and the correlation found for the boundary-layer thickness (Eq. 2.5). Estimating the

fractional change in f as df/f = d ln f = dUE/UE −dδ/δ results in fractional changes

of df/f ≈15-20%, which is a very large value if the spectral content is then going to

be used to calculate the amplitudes of disturbances in the flow.

Incorrectly predicting the frequency at which there is a maximum in αi signifi-

cantly alters the computation of the amplification factor frequency content; however,

there is also a systematic under-prediction of the amplitude of the amplification ra-

tio by the computations, even in the one case where the frequency content is correct

(shot 2783, Fig. 5.8(c)). Instability growth in the non-linear regime would not follow a

model based on linear theory (as is assumed in this calculations), but the disturbances

exhibit no clear non-linear behavior, (large amplitude harmonics, sub-harmonics, or

amplitudes over 0.5%). Examples of non-linear behavior in boundary layers domi-

nated by the acoustic instability can be found in the power spectral density estimate

of the FLDI results for shot 2790 (Fig. 4.21(c)) or the literature (Chokani, 1999,

Chokani et al., 2005, Bountin et al., 2008).
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A comparison of the measured frequency (f) of the largest amplitude narrow-

band disturbances scaled by the edge velocity (UE) and the calculated boundary

layer thickness (δ) vs. the edge Reynolds number based on the distance from the

cone tip is presented in Fig. 5.10, with the data from this work, Stetson et al. (1983),

and Demetriades (1977). The data represent a collection of points over a range of edge

Mach number ME ≈ 4.1-7.4, edge Reynolds number ≈ 1-4.5e6, total enthalpy ≈ 0.5-

15 MJ/kg, wall temperature (TW ) to reservoir temperature (TR) ratio TW/TR ≈ 0.05-

0.8, in air, N2 and CO2. It is observed here that 2fδ/UE has a range of 0.6-1.1 for

these conditions.
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Figure 5.10: A comparison of the measured frequency of the largest amplitude narrow-
band disturbances vs. the edge Reynolds number based on the distance from the
cone tip with the data from this work (diamonds), Stetson et al. (1983) (circles),
and Demetriades (1977) (squares). The data from this work for air are denoted
by black diamonds and in Table 4.8, data for N2 denoted by red diamonds and in
Table 4.10, and data for CO2 denoted by magenta diamonds and in Table 4.12. The
blue filled circles are digitized and replotted from Fig. 14 from Stetson et al. (1983);
this data is taken in a conventional hypersonic tunnel with a 7 degree-half angle cone
at ME = 6.8 and a wall temperature ratio of TW/TR ≈ 0.8. The squares are are
digitized and replotted from Table III from Demetriades (1977); this data is taken in
a conventional hypersonic tunnel with a 4 degree-half angle cone at ME = 7.4 and
a wall temperature ratio of TW/TR ≈ 0.8 (black squares) and TW/TR ≈ 0.41 (red
squares).
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The scatter in the Stetson et al. (1983) and Demetriades (1977) data is smaller

than that of the present work; this is to be expected, as the data from the present work

is recorded from reflected-shock tunnel experiments, and the data from Stetson et al.

(1983) and Demetriades (1977) are collected from conventional hypersonic wind tun-

nel experiments. Of note in Fig. 5.10 is no evidence of a strong trend in frequency

vs. edge Reynolds number for any data set.

There is an observed shift in 2fδ/UE that could be attributed to wall temperature

ratio and edge Mach number. The value of 2fδ/UE for a certain geometry is a

function of (among other things) edge Mach number, because of the implication on

disturbance-phase velocity (Fig. 9.1 of Mack (1984)), and boundary-layer temperature

profile, because of the implication on disturbance wave number (Fig. 10.9 of Mack

(1984)). It is observed in Fig. 5.10 that 2fδ/UE ≈ 0.6-0.8 for the wall-temperature

ratio TW/TR ≈ 0.05-0.10, and edge Mach number range ME ≈ 4.1-6.1. For wall-

temperature ratio TW/TR ≈ 0.41 and edge Mach number ME ≈ 7.4, 2fδ/UE ≈ 0.8-

0.95. For wall-temperature ratio TW/TR ≈ 0.8 and edge Mach number ME ≈ 6.8-7.4,

2fδ/UE ≈ 0.95-1.10. It is observed that wall temperature ratio could have a larger

role in reducing 2fδ/UE than edge Mach number does, but further investigation would

be required to confirm this hypothesis.



131

Chapter 6

Conclusion

6.1 Introduction

The implication of boundary-layer transition on vehicle design is discussed in the

context of a case study of the National Aerospace Plane (NASP). The marked effect

of a poor understanding of the boundary-layer transition location was made apparent

in a report from the Defense Science Review Board on the NASP in 1988, “[t]he

largest uncertainty is the location of the point of transition from laminar to turbu-

lent flow. Estimates range from 20% to 80% along the body span. That degree of

uncertainty significantly affects the flow conditions at the engine inlet, aerodynamic

heat transfer to the structure and skin friction. These in turn affect estimates of

engine performance, structural heating and drag. The assumption made for the point

of transition can affect the design vehicle gross take off weight by a factor of two or

more... In view of the potential impact of uncertainties in the transition location, this

is by far the single area of greatest technical risk in the aerodynamics of the NASP

program” (DSB, 1988).

The path to transition to turbulence high-speed boundary layers is discussed,

highlighting the recent developments in transient growth. The dominant mechanism

that is believed to drive transition is introduced as the high-frequency modes dis-

covered by Mack (1984). These modes are primarily acoustic in nature, are always
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present if the edge Mach number is sufficiently large, and are the dominant instability

mechanism when the wall temperature is sufficiently low compared to the recovery

temperature.

Ray-tracing in high-speed boundary layers was used to explore the potential for

acoustic energy trapping as function of edge Mach number, wall temperature ratio,

and thermodynamic parameters. We proposed a figure of merit for acoustic energy

trapping as the critical angle of inclination for rays originating in the boundary that

are trapped, i.e., these rays always stay within the boundary layer. Using this concept,

we find that an increasing amount of acoustic energy is trapped with increasing edge

Mach number (ME), and decreasing wall temperature ratio (TW/Tad). These trends

agree qualitatively with the results of high-speed boundary-layer stability calculation

by Mack (1984).

It is postulated that the fundamental driving principle of studying hypersonic

slender-body boundary-layer instability at high enthalpy is characterizing the en-

ergy exchange between the thermo-chemical and fluid-mechanical processes. Thermo-

chemical processes are only relevant at high-enthalpy conditions where the ordered

kinetic energy of the flow is high enough so that chemical reactions and relaxation

processes occur. If the fluid-mechanical and thermo-chemical processes proceed at

comparable time scales, then energy exchange may take place. This energy ex-

change is explained as pdV work in the introduction, and a simple model discussing

how acoustic energy is attenuated is presented following the formulation in Pierce

(1989). Attenuation terms due to thermal-viscous dissipation and relaxation of the

vibrational degree of freedom are included. The thermal-viscous dissipation, termed

Stokes-Kirchhoff (SK) attenuation, was not previously considered in the literature

pertaining to slender-body hypersonic boundary-layer instability damping.
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6.2 Facility and Run Conditions

The test facility and method of calculating the run conditions is presented. Through-

out the testing campaign for this work, it became apparent that there was opportunity

to improve the quality of the flow over the model from a technical standpoint. Im-

provement was made by using higher quality gas to fill the shock tube and by cleaning

the shock tube more thoroughly between experiments.

The methodology of calculating the run conditions is presented, namely the three

stages: the reservoir, the nozzle, and then the mean flow over the cone. The prop-

agation of bias error in these calculations is estimated. Examples highlighting the

repeatability of experimentation in T5 are presented.

Example velocity and thermo-chemical boundary-layer profiles are provided for the

mean flow over the 5 degree half-angle cone. It is observed that the gas is essentially

chemically inactive on the time scale of one flow time over the model. The test gas

is observed to be vibrationally inactive for N2 experiments, active on the time scale

of one flow time over the model in air experiments, and active on the time scale

of the boundary-layer thickness for CO2 experiments. The DPLR computations are

favorably compared to perfect-gas similarity solutions.

6.3 FLDI Measurement Technique

To measure the acoustic instability on a slender body in a large-scale hypervelocity

ground test (such as the T5 reflected-shock tunnel), six requirements of the diagnostic

were identified: 1) high sensitivity to an unstable quantity in the boundary layer, 2)

high temporal resolution of the measurement technique (> 10 MHz), 3) high spatial

resolution to resolve the small wavelength of the disturbance (< 1 mm), 4) insensi-

tivity to mechanical vibration, 5) the capability to have a small focal volume near

the surface of the cone, and 6) a straightforward and repeatable means of extracting
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quantitative data from the technique. The focused laser differential interferometer

(FLDI) meets these requirements. For context, past research efforts to make instabil-

ity measurements within a high-speed boundary layer are reviewed. The experimental

setup, methodology of extracting quantitative results, and uncertainty estimates are

described in detail.

The FLDI measurement setup was bench-tested. Firstly, a bench test experiment

is designed and conducted to evaluate the sensitive region of the FLDI by traversal

of a thin subsonic turbulent CO2 jet through the horizontal span-wise direction along

the direction of beam propagation. The 1/e folding in RMS response of the FLDI to

a subsonic CO2 jet is ≈10 mm from the focus in the span wise direction. Secondly,

to quantify the similarity in response of two FLDIs aligned along one generator of

the cone, a disturbance is made by using a pulsed Nd:YAG laser which is focused to

ionize a spot of gas and make a symmetric blast wave. This disturbance registered a

difference in single shot peak response less of than 3.5% between the detectors.

6.4 Results

6.4.1 Tunnel Noise

Experimental results conducted to quantify the tunnel noise are presented. The mea-

surements are made with the FLDI optical technique described in section 3. Motiva-

tion for such a survey is described, and the high-speed wind-tunnel noise literature

is briefly reviewed. The results show the perturbations in density are not a strong

function of the reservoir enthalpy. During one experiment, exceptional levels of noise

were detected; this unique result is attributed to non-ideal operation of the shock

tunnel. The present results indicate that RMS density fluctuations of ≈ 1% are

achievable with attention to tunnel cleanliness. In addition, the spectral content of

density fluctuation does not change throughout the test time.
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6.4.2 Single and Double Point FLDI Developement

The ability to make quantitative measurements of the acoustic instability with FLDI

in a hypervelocity slender-body boundary layer is reproducibly demonstrated. This is

notable because of the time scales (1-3 MHz) associated with the acoustic instability’s

fundamental and harmonic frequency for conditions available in T5.

The development efforts to make reliable two-point measurements of the instability

on a slender body in hypervelocity flow are described. The two-point FLDI setup

consists of two FLDI systems that probe a generator of the five degree half-angle

cone with the intent on tracking the evolution of disturbances as they propagate

downstream. First, major technical impediments to making a successful measurement

are highlighted. Then, some data from early and late in the development phase

(dubbed “Dev 1” and “Dev 2”, respectively in section A) are presented for context.

The data processing routine is described.

6.4.3 Double Point FLDI Measurements

The incipient instability waves prior to the transition to fully turbulent flow are

measured in hypervelocity flow. The FLDI measurement volumes are located just

upstream of the transition location to measure the instability waves.

Cross-correlations of the upstream and downstream FLDI probe volumes are es-

timated. A peak in cross-correlation at a time-lag, τ , is nearly consistent with the

time scale associated with the edge velocity and the detector spatial separation (∆s)

for the air and N2 shots (Tables 4.8 and 4.10). The peak in cross-correlation for the

CO2 shots appears at a slightly faster time scale than the boundary-layer edge ve-

locity (Table 4.12). These peaks in cross-correlation appear when both the upstream

and downstream band-pass filtered time traces of ∆ρ/ρL show low-amplitude, wave-

packet-like behavior. This may indicate that the detectors are tracking wave packets
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that are traveling along the generator of the cone at approximately the edge velocity.

6.5 Analysis

The methodology of determining the amplification factor between the two probe vol-

umes is described. The amplification factors in Fig. 5.2 are all comparable in mag-

nitude to each other, and this is a manifestation of the SNR of the measurement

technique. Notably, these similar amplification factors are observed during experi-

ments with different Reynolds numbers and edge Mach numbers.

The acoustic attenuation (λαa) is computed by αa = αc+
∑

i αr,i; αc is computed

as in Eq. 1.6b, and
∑

i αr,i is computed with code described in Fujii and Hornung

(2001, 2003). The presentation of time scale (2πfNmax
τv,i) and temperature ratio

(TE/Θv,i) is intended to give a feel for the rate at which the gas is vibrationally

relaxing and the extent to which the test gas is vibrationally excited.

The N2 experiments are relatively unexcited and have a large time-scale mismatch.

The Stokes-Kirchhoff (SK) attenuation is dominant, and is especially high for the N2

shots with a lower edge density per Eq. 1.6b (edge conditions in Tables 4.7, 4.9, and

4.11). In the air shots, the O2 vibrational relaxation is closest in terms of time scale

(ωτ is of order 100), and has the highest level of excitation, and we note that the

mass fraction of O2 in the boundary layer is yO2
≈ 0.18; however, the Stokes-Kirchhoff

(SK) attenuation is calculated to be dominant in air flows at these conditions.

For the CO2 experiments, the time scale is mismatched by approximately one

order of magnitude and exhibits appreciable vibrational excitation, noting that mass

fraction of CO2 is yCO2
≈ 0.85 in the boundary layer. This implies that the CO2

experiments have the best chance to exhibit instability attenuation by relaxation ef-

fects. The Stokes-Kirchhoff (SK) attenuation is approximately half of the attenuation

due to vibrational relaxation.
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The scaling of 2fδ/UE ≈ 0.6-0.8 appears to bound the measured frequency of the

largest amplitude narrow-band disturbances (Fig. 5.10, Tables 4.8, 4.10, and 4.12)

for the current data set. This scale of largest amplitude narrow-band disturbances

is compared to the results reported in Stetson et al. (1983) and Demetriades (1977),

and the range of 2fδ/UE is expanded to 0.6-1.1. No strong trend in edge Reynolds

number is evident for any data set for the 2fδ/UE scaling. There is an observed

shift in 2fδ/UE that could be attributed to wall temperature ratio and edge Mach

number. It is observed that wall temperature ratio could have a larger role in reducing

2fδ/UE than edge Mach number does, but further investigation would be required

to confirm this hypothesis. The change in 2fδ/UE is possibly characteristic of the

extreme velocity and sound-speed gradients typical of hypervelocity boundary layers.

Stability computations are compared with experimental results. The means by

which data are extracted from the computations is described. The peak amplitude of

the instability should increase in amplitude at a decreased frequency as it is tracked

along the generator of the cone; these qualitative trends are observed for both the

computations and experiments. A significant discrepancy between the computational

and the experimental data is that for air and CO2 experiments, the computed imag-

inary stream-wise wavenumber (αi) has a maximum in frequency that is higher than

the frequency at which there is a maximum in the density disturbances (|∆ρ|/ρL).

This is not a sensible result because the maximum in amplification should occur at

a lower frequency for this flow field. The N2 shots have the correct trend for the rel-

ative frequencies for the maxima in imaginary stream-wise wavenumber and density

perturbations. The reason for this disparity in frequency content is not clear at the

time of this writing, but one strong candidate cause is the large systemic error in

calculating the run conditions that was discussed in detail in section 2.5. Incorrectly

predicting the frequency at which there is a maximum in αi alters the computation

of the amplification factor, so this may be one reason a poor prediction of the am-
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plitude of the amplification ratio by the computations is observed. It should also

be noted that normal-mode spatial stability analysis in conjunction with parabo-

lized stability equation analysis is used to find the amplification of disturbances in

the boundary layer. Recent developments in non-modal stability theory highlighted

in Trefethen et al. (1993), Schmid and Henningson (2001), and Schmid (2007) may

be able to provide a different approach to the problem which could lead to fruitful

analysis of the experimental disturbance growth characterized in this work. Some

high-speed compressible work has appeared in the literature, examples of which are

Hanifi et al. (1996), Tumin and Reshotko (2003), and Zuccher et al. (2007). Specifi-

cally in Zuccher et al. (2007), the boundary layer on a sharp cone at supersonic edge

Mach number is analyzed, and it is noted that the wall temperature has a strong

effect on the results.
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Appendix A

T5 Run Conditions

A.1 Reservoir Conditions

Table A.1: Tunnel Noise Tunnel Run Parameters

Shot Gas PR hR P1 P4i P4iAr
P2R Dia P4 US

(MPa) (MJ/kg) (kPa) (kPa) (kPa) (psi) (mil) (MPa) (m/s)

2684 I Air 46.6 8.0 85.0 116.0 17.5 1100 202/246 96 2844
2685 I Air 48.8 8.4 85.0 116.0 17.5 1100 203/246 107 2913
2686 I Air 49.5 13.9 45.0 116.0 6.0 1120 213/248 112 3727
2687 I Air 49.3 15.9 35.0 116.0 0.0 1130 211/246 111 3947
2688 I Air 52.4 17.1 35.0 116.0 0.0 1130 211/246 111 4110
2689 I Air 52.0 17.9 35.0 116.0 0.0 1130 212/246 112 4225
2690 I Air 50.8 17.2 35.0 116.0 0.0 1130 209/245 98 4138
2691 I Air 41.8 5.5 150.0 118.0 19.0 1000 192/245 79 2439
2692 I Air 42.4 5.3 150.0 118.0 19.0 1000 191/244 76 2362
2693 I Air 49.6 8.6 80.0 116.0 17.5 1110 201/245 105 2927
2694 I Air 49.9 17.8 35.0 116.0 0.0 1130 214/245 113 4225
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Table A.2: Tunnel Noise Reservoir Conditions

Shot Gas PR hR TR ρR yN2
yO2

yNO yN yO
(MPa) (MJ/kg) (K) (kg/m3) (-) (-) (-) (-) (-)

2684 I Air 46.6 8.03 5331 28.3 0.702 0.084 0.137 0.001 0.076
2685 I Air 48.8 8.41 5499 28.6 0.701 0.075 0.138 0.002 0.084
2686 I Air 49.5 13.92 7591 18.9 0.684 0.013 0.093 0.039 0.170
2687 I Air 49.3 15.91 8141 17.0 0.662 0.008 0.080 0.067 0.182
2688 I Air 52.4 17.14 8457 17.1 0.646 0.007 0.075 0.086 0.186
2689 I Air 52.0 17.88 8616 16.5 0.635 0.006 0.071 0.099 0.189
2690 I Air 50.8 17.23 8463 16.5 0.644 0.006 0.074 0.088 0.187
2691 I Air 41.8 5.52 4200 33.9 0.716 0.153 0.109 0.000 0.022
2692 I Air 42.4 5.28 4081 35.5 0.719 0.160 0.104 0.000 0.018
2693 I Air 49.6 8.60 5583 28.5 0.700 0.071 0.138 0.002 0.088
2694 I Air 49.9 17.75 8570 15.9 0.637 0.006 0.071 0.097 0.189

Table A.3: Single Point Tunnel Run Parameters

Shot Gas PR hR P1 P4i P4iAr
P2R Dia P4 US

(MPa) (MJ/kg) (kPa) (kPa) (kPa) (psi) (mil) (MPa) (m/s)

2695 I. Air 48.4 6.9 115.1 118.0 16.5 1090 192/242 86 2655
2696 I. Air 46.0 7.0 114.7 118.0 16.5 1090 194/244 92 2703
2697 I. Air 49.3 8.4 85.0 116.0 17.5 1110 203/244 95 2899
2698 I. Air 50.1 8.4 85.2 116.0 17.5 1110 202/244 93 2899
2699 I. Air 50.3 8.5 85.1 116.0 17.5 1110 201/244 94 2913
2700 I. Air 49.4 13.4 50.0 116.0 6.0 1120 210/244 102 3681
2701 I. Air 48.5 8.6 85.0 116.0 17.5 1120 211/244 107 2956
2702 I. Air 49.7 8.4 85.0 116.0 17.5 1120 211/244 95 2913
2703 I. Air 48.5 8.5 85.2 116.0 17.5 1120 210/244 99 2927

Table A.4: Single Point Reservoir Conditions

Shot Gas PR hR TR ρR yN2
yO2

yNO yN yO
(MPa) (MJ/kg) (K) (kg/m3) (-) (-) (-) (-) (-)

2695 I. Air 48.4 6.86 4835 33.3 0.705 0.115 0.132 0.000 0.047
2696 I. Air 46.0 6.97 4879 31.3 0.705 0.112 0.132 0.000 0.051
2697 I. Air 49.3 8.36 5482 29.0 0.701 0.077 0.138 0.002 0.083
2698 I. Air 50.1 8.39 5495 29.4 0.701 0.076 0.139 0.002 0.083
2699 I. Air 50.3 8.46 5525 29.3 0.700 0.075 0.139 0.002 0.085
2700 I. Air 49.4 13.39 7424 19.5 0.689 0.015 0.098 0.033 0.166
2701 I. Air 48.5 8.59 5572 27.9 0.701 0.071 0.138 0.002 0.088
2702 I. Air 49.7 8.44 5515 29.0 0.701 0.075 0.138 0.002 0.084
2703 I. Air 48.5 8.46 5517 28.3 0.701 0.074 0.138 0.002 0.085
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Table A.5: Double Point Tunnel Run Parameters - Dev 1 Air

Shot Gas PR hR P1 P4i P4iAr
P2R Dia P4 US

(MPa) (MJ/kg) (kPa) (kPa) (kPa) (psi) (mil) (MPa) (m/s)

2704 I Air 49.5 8.4 85.2 116.0 17.5 1120 208/245 95 2913
2705 I Air 50.0 8.4 85.2 116.0 17.5 1120 210/245 96 2899
2706 I Air 49.0 9.2 84.8 116.0 11.0 1120 211/243 97 3093
2707 I Air 49.5 9.1 85.0 116.0 11.0 1120 210/242 99 3061
2708 I Air 50.3 7.7 100.0 116.0 17.5 1120 212/245 97 2804
2709 I Air 47.9 7.8 100.0 116.0 17.5 1120 211/243 108 2844
2710 I Air 45.9 7.1 115.0 118.0 16.5 1090 195/242 93 2727
2711 I Air 46.1 7.1 115.0 118.0 16.5 1090 197/242 94 2727
2712 I Air 42.8 7.1 100.0 118.0 17.5 1090 200/242 90 2715
2714 I Air 67.1 9.5 105.2 124.0 17.5 1500 200/242 107 3109
2715 I Air 68.5 10.5 87.0 124.0 17.5 1500 200/242 105 3226
2716 I Air 68.7 10.8 80.0 124.0 17.5 1500 200/242 107 3261
2717 I Air 70.0 10.6 82.0 124.0 17.5 1500 200/242 109 3226

Table A.6: Double Point Reservoir Conditions - Dev 1 Air

Shot Gas PR hR TR ρR yN2
yO2

yNO yN yO
(MPa) (MJ/kg) (K) (kg/m3) (-) (-) (-) (-) (-)

2704 I Air 49.5 8.43 5510 28.9 0.701 0.075 0.138 0.002 0.084
2705 I Air 50.0 8.39 5493 29.3 0.701 0.076 0.138 0.002 0.083
2706 I Air 49.0 9.24 5842 26.6 0.700 0.058 0.135 0.004 0.103
2707 I Air 49.5 9.10 5789 27.1 0.700 0.061 0.136 0.003 0.100
2708 I Air 50.3 7.73 5217 31.5 0.702 0.092 0.138 0.001 0.067
2709 I Air 47.9 7.82 5246 29.8 0.702 0.090 0.137 0.001 0.070
2710 I Air 45.9 7.06 4917 30.9 0.704 0.109 0.133 0.001 0.053
2711 I Air 46.1 7.07 4921 31.0 0.704 0.109 0.133 0.001 0.053
2712 I Air 42.8 7.12 4930 28.7 0.705 0.107 0.132 0.001 0.055
2714 I Air 67.1 9.50 6023 35.3 0.697 0.056 0.140 0.004 0.102
2715 I Air 68.5 10.48 6435 33.1 0.697 0.041 0.133 0.008 0.121
2716 I Air 68.7 10.83 6580 32.2 0.697 0.036 0.130 0.010 0.127
2717 I Air 70.0 10.64 6507 33.3 0.697 0.039 0.133 0.009 0.123

Table A.7: Double Point Tunnel Run Parameters - Dev 1 CO2

Shot Gas PR hR P1 P4i P4iAr
P2R Dia P4 US

(MPa) (MJ/kg) (kPa) (kPa) (kPa) (psi) (mil) (MPa) (m/s)

2713 I CO2 35.8 8.3 60.0 110.0 11.0 975 192/242 81 3061
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Table A.8: Double Point Reservoir Conditions - Dev 1 CO2

Shot Gas PR hR TR ρR yCO2
yO2

yCO yC yO
(MPa) (MJ/kg) (K) (kg/m3) (-) (-) (-) (-) (-)

2713 I CO2 35.8 8.29 4157 36.2 0.530 0.151 0.299 0.000 0.020

Table A.9: Double Point Tunnel Run Parameters - Dev 2 Air

Shot Gas PR hR P1 P4i P4iAr
P2R Dia P4 US

(MPa) (MJ/kg) (kPa) (kPa) (kPa) (psi) (mil) (MPa) (m/s)

2718 I Air 70.1 10.1 82.0 124.0 17.5 1500 199/242 110 3125
2721 B Air 58.3 10.4 60.9 110.0 17.5 1200 - 107 3125
2739 B Air 54.8 8.0 130.0 109.0 17.5 1200 201/242 101 2927
2740 B Air 57.3 8.0 130.0 109.0 17.5 1200 202/242 103 2913
2741 B Air 56.9 8.3 120.0 109.0 17.5 1200 203/242 101 2970
2742 B Air 55.7 8.6 110.5 109.0 17.5 1210 203/242 102 3015
2743 B Air 56.3 9.1 101.1 109.0 17.5 1210 203/242 105 3077
2744 B Air 60.7 7.7 137.8 109.0 17.5 1210 203/242 98 2844
2746 B Air 61.9 7.4 159.8 109.0 17.5 1210 201/244 100 2819
2752 B Air 61.5 8.9 101.0 109.0 17.5 1210 202/242 96 2988
2753 B Air 52.0 8.7 94.9 109.0 17.5 1210 203/244 92 2988
2755 B Air 56.7 8.9 92.0 109.0 17.5 1210 203/244 102 2988
2757 AG2 Air 60.7 10.0 92.4 109.0 17.5 1210 203/245 96 3203

Table A.10: Double Point Reservoir Conditions - Dev 2 Air

Shot Gas PR hR TR ρR yN2
yO2

yNO yN yO
(MPa) (MJ/kg) (K) (kg/m3) (-) (-) (-) (-) (-)

2718 I Air 70.1 10.14 6301 34.8 0.697 0.046 0.137 0.006 0.114
2721 B Air 58.3 10.36 6344 28.5 0.699 0.041 0.131 0.007 0.122
2739 B Air 54.8 7.96 5332 33.5 0.701 0.087 0.140 0.001 0.071
2740 B Air 57.3 7.97 5346 34.9 0.700 0.087 0.141 0.001 0.071
2741 B Air 56.9 8.34 5501 33.4 0.700 0.078 0.141 0.002 0.079
2742 B Air 55.7 8.64 5623 31.8 0.699 0.071 0.140 0.002 0.087
2743 B Air 56.3 9.10 5816 30.8 0.699 0.062 0.139 0.003 0.097
2744 B Air 60.7 7.69 5232 38.0 0.700 0.095 0.141 0.001 0.063
2746 B Air 61.9 7.39 5105 40.0 0.701 0.103 0.139 0.001 0.056
2752 B Air 61.5 8.85 5731 34.3 0.698 0.068 0.141 0.003 0.090
2753 B Air 52.0 8.66 5617 29.7 0.700 0.070 0.139 0.002 0.089
2755 B Air 56.7 8.87 5722 31.7 0.699 0.067 0.140 0.003 0.092
2757 AG2 Air 60.7 10.00 6207 30.6 0.698 0.047 0.135 0.006 0.114
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Table A.11: Double Point Tunnel Run Parameters - Dev 2 CO2

Shot Gas PR hR P1 P4i P4iAr
P2R Dia P4 US

(MPa) (MJ/kg) (kPa) (kPa) (kPa) (psi) (mil) (MPa) (m/s)

2719 I CO2 44.8 7.7 85.2 120.0 19.0 975 191/243 78 2970
2720 I CO2 59.3 9.7 55.0 110.0 17.5 1200 201/242 107 3209
2722 I CO2 60.3 8.7 66.0 109.0 17.5 1200 202/242 107 3061
2723 I CO2 54.3 8.0 71.0 109.0 17.5 1200 203/242 94 2941
2724 I CO2 53.2 7.9 75.0 109.0 17.5 1200 201/242 94 2941
2725 I CO2 57.0 7.8 82.0 109.0 17.5 1200 201/242 103 2927
2726 I CO2 57.8 7.2 95.0 109.0 17.5 1200 201/242 105 2830
2727 I CO2 57.1 6.7 114.7 109.0 17.5 1200 202/242 107 2752
2733 I CO2 56.6 7.0 135.0 109.0 17.5 1200 - 107 2857
2734 I CO2 54.4 6.1 135.0 109.0 17.5 1200 201/242 105 2632
2745 I CO2 58.5 9.7 68.0 109.0 17.5 1210 202/242 99 3261
2747 I CO2 60.3 9.4 68.0 109.0 17.5 1210 201/244 100 3194
2751 I CO2 60.2 9.0 71.8 109.0 17.5 1210 202/242 96 3144
2754 I CO2 53.4 9.4 62.0 109.0 17.5 1210 102/244 96 3211
2756 I CO2 57.5 8.7 68.0 109.0 17.5 1210 203/245 105 3079

Table A.12: Double Point Reservoir Conditions - Dev 2 CO2

Shot Gas PR hR TR ρR yCO2
yO2

yCO yC yO
(MPa) (MJ/kg) (K) (kg/m3) (-) (-) (-) (-) (-)

2719 I CO2 44.8 7.74 4075 47.5 0.587 0.136 0.263 0.000 0.014
2720 I CO2 59.3 9.66 4563 51.8 0.433 0.173 0.361 0.000 0.033
2722 I CO2 60.3 8.73 4356 57.5 0.510 0.156 0.312 0.000 0.022
2723 I CO2 54.3 7.97 4160 55.9 0.573 0.140 0.272 0.000 0.015
2724 I CO2 53.2 7.89 4140 55.3 0.579 0.138 0.268 0.000 0.015
2725 I CO2 57.0 7.81 4132 59.6 0.589 0.135 0.261 0.000 0.014
2726 I CO2 57.8 7.25 4000 64.1 0.641 0.120 0.229 0.000 0.010
2727 I CO2 57.1 6.73 3870 67.0 0.688 0.106 0.198 0.000 0.007
2733 I CO2 56.6 7.03 3944 64.3 0.660 0.115 0.216 0.000 0.009
2734 I CO2 54.4 6.06 3688 69.0 0.749 0.087 0.160 0.000 0.004
2745 I CO2 58.5 9.67 4564 51.0 0.431 0.174 0.362 0.000 0.033
2747 I CO2 60.3 9.36 4501 54.1 0.457 0.168 0.346 0.000 0.029
2751 I CO2 60.2 9.05 4429 55.6 0.483 0.163 0.329 0.000 0.025
2754 I CO2 53.4 9.42 4486 47.8 0.448 0.170 0.351 0.000 0.030
2756 I CO2 57.5 8.73 4348 54.8 0.508 0.157 0.313 0.000 0.022
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Table A.13: Double Point Tunnel Run Parameters - Air

Shot Gas PR hR P1 P4i P4iAr
P2R Dia P4 US

(MPa) (MJ/kg) (kPa) (kPa) (kPa) (psi) (mil) (MPa) (m/s)

2761 AG2 Air 28.2 5.5 90.1 50.0 16.5 500 136/181 53 2405
2762 AG2 Air 27.8 6.1 75.0 50.0 16.5 505 137/183 52 2492
2763 AG2 Air 27.8 6.6 60.3 50.0 16.5 500 135/183 51 2555
2764 AG2 Air 16.5 5.3 60.0 55.0 19.0 400 124/183 39 2374
2765 AG2 Air 17.5 6.5 60.0 55.0 8.0 400 125/183 39 2693
2766 AG2 Air 17.0 7.6 45.1 55.0 8.0 400 125/183 39 2873
2767 AG2 Air 16.6 9.0 35.0 55.0 8.0 400 125/183 40 3128
2768 AG2 Air 25.2 9.3 45.0 50.0 10.0 500 138/183 51 3128
2769 AG2 Air 60.8 10.5 75.0 109.0 17.5 1210 202/243 94 3211
2770 AG2 Air 59.5 11.1 73.0 109.0 11.0 1210 200/243 96 3336
2771 AG2 Air 60.6 10.5 83.0 109.0 9.0 1210 201/244 107 3264
2786 AG2 Air 53.6 10.0 85.0 109.0 17.5 1210 203/244 107 3228
2787 AG2 Air 53.6 10.7 80.0 109.0 15.0 1210 204/244 98 3336
2788 AG2 Air 54.7 13.1 65.0 109.0 5.0 1210 204/244 99 3707
2789 AG2 Air 56.4 11.9 70.3 107.0 10.0 1210 204/244 99 3491
2790 AG2 Air 57.4 11.6 75.0 109.0 10.0 1200 205/244 99 3451

Table A.14: Double Point Reservoir Conditions - Air

Shot Gas PR hR TR ρR yN2
yO2

yNO yN yO
(MPa) (MJ/kg) (K) (kg/m3) (-) (-) (-) (-) (-)

2761 AG2 Air 28.2 5.55 4179 22.9 0.717 0.150 0.107 0.000 0.026
2762 AG2 Air 27.8 6.06 4415 21.2 0.713 0.135 0.116 0.000 0.036
2763 AG2 Air 27.8 6.59 4644 19.9 0.710 0.119 0.123 0.000 0.049
2764 AG2 Air 16.5 5.28 4009 14.0 0.721 0.156 0.098 0.000 0.025
2765 AG2 Air 17.5 6.48 4532 12.8 0.713 0.119 0.116 0.000 0.052
2766 AG2 Air 17.0 7.55 4950 11.1 0.710 0.087 0.121 0.001 0.082
2767 AG2 Air 16.6 9.02 5513 9.4 0.710 0.050 0.114 0.003 0.122
2768 AG2 Air 25.2 9.32 5726 13.7 0.707 0.049 0.120 0.004 0.120
2769 AG2 Air 60.8 10.46 6397 29.5 0.698 0.040 0.131 0.008 0.123
2770 AG2 Air 59.5 11.10 6649 27.4 0.698 0.032 0.124 0.011 0.135
2771 AG2 Air 60.6 10.51 6415 29.3 0.698 0.039 0.130 0.008 0.124
2786 AG2 Air 53.6 10.04 6194 27.0 0.700 0.045 0.131 0.006 0.118
2787 AG2 Air 53.6 10.69 6457 25.6 0.699 0.036 0.126 0.009 0.130
2788 AG2 Air 54.7 13.14 7374 21.9 0.690 0.016 0.103 0.029 0.162
2789 AG2 Air 56.4 11.87 6931 24.5 0.696 0.024 0.115 0.017 0.147
2790 AG2 Air 57.4 11.56 6817 25.6 0.697 0.027 0.119 0.014 0.142
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Table A.15: Double Point Tunnel Run Parameters - N2

Shot Gas PR hR P1 P4i P4iAr
P2R Dia P4 US

(MPa) (MJ/kg) (kPa) (kPa) (kPa) (psi) (mil) (MPa) (m/s)

2772 AG1 N2 16.7 8.0 45.0 55.0 8.0 400 125/183 36 2958
2773 AG1 N2 16.7 9.0 40.0 55.0 6.0 400 125/183 37 3144
2774 AG1 N2 16.7 10.1 35.0 55.0 5.0 405 126/183 39 3336
2775 AG1 N2 17.4 7.3 52.0 55.0 9.0 400 126/283 39 2819
2776 AG1 N2 45.9 7.2 130.0 110.0 16.5 950 190/245 76 2767
2777 AG1 N2 37.7 8.8 85.0 110.0 16.5 965 190/244 80 3079
2778 AG1 N2 41.4 10.7 72.0 110.0 10.0 955 189/244 79 3374
2779 AG1 N2 42.3 12.0 60.0 110.0 10.0 970 189/244 79 3532
2780 AG1 N2 44.5 13.6 50.0 110.0 10.0 1025 188/244 75 3730
2781 AG1 N2 43.4 15.0 50.0 110.0 0.0 1025 189/244 80 3977
2782 AG1 N2 53.9 14.8 50.0 110.0 10.0 1210 201/243 93 3849
2783 AG1 N2 53.3 15.9 50.0 110.0 5.0 1205 203/244 99 4030
2784 AG1 N2 60.4 16.1 50.0 124.0 5.0 1500 204/244 100 4003
2785 AG1 N2 61.8 16.2 50.0 124.0 5.1 1500 211/244 107 4003

Table A.16: Double Point Reservoir Conditions - N2
Shot Gas PR hR TR ρR yN2

yN
(MPa) (MJ/kg) (K) (kg/m3) (-) (-)

2772 AG1 N2 16.7 7.99 6159 9.0 0.988 0.012
2773 AG1 N2 16.7 8.99 6601 8.3 0.977 0.023
2774 AG1 N2 16.7 10.13 7006 7.7 0.961 0.039
2775 AG1 N2 17.4 7.27 5778 10.1 0.994 0.006
2776 AG1 N2 45.9 7.17 5769 26.7 0.996 0.004
2777 AG1 N2 37.7 8.85 6658 18.8 0.984 0.016
2778 AG1 N2 41.4 10.73 7411 18.1 0.961 0.039
2779 AG1 N2 42.3 12.00 7800 17.3 0.941 0.059
2780 AG1 N2 44.5 13.64 8230 16.8 0.914 0.086
2781 AG1 N2 43.4 14.98 8506 15.5 0.889 0.111
2782 AG1 N2 53.9 14.84 8565 19.2 0.895 0.105
2783 AG1 N2 53.3 15.89 8769 18.2 0.876 0.124
2784 AG1 N2 60.4 16.09 8862 20.4 0.874 0.126
2785 AG1 N2 61.8 16.16 8885 20.8 0.873 0.127
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Table A.17: Double Point Tunnel Run Parameters - CO2 - AR:100

Shot Gas PR hR P1 P4i P4iAr
P2R Dia P4 US

(MPa) (MJ/kg) (kPa) (kPa) (kPa) (psi) (mil) (MPa) (m/s)

2791 SFE CO2 17.6 8.8 22.0 50.0 7.0 400 127/183 40 3111
2792 SFE CO2 18.3 6.8 32.0 50.0 7.0 405 118/182 40 2742
2793 SFE CO2 22.7 4.6 50.0 77.0 14.0 540 115/183 34 2224
2794 SFE CO2 23.2 5.3 47.0 77.0 11.5 545 117/183 35 2392
2795 SFE CO2 22.6 5.5 41.0 77.0 11.5 545 116/182 34 2431
2796 SFE CO2 23.1 5.3 47.0 77.0 11.5 545 118/183 35 2402

Table A.18: Double Point Reservoir Conditions - CO2 - AR:100

Shot Gas PR hR TR ρR yCO2
yO2

yCO yC yO
(MPa) (MJ/kg) (K) (kg/m3) (-) (-) (-) (-) (-)

2791 SFE CO2 17.6 8.83 4134 17.2 0.461 0.167 0.343 0.000 0.029
2792 SFE CO2 18.3 6.81 3717 21.9 0.648 0.118 0.224 0.000 0.010
2793 SFE CO2 22.7 4.61 3179 35.3 0.860 0.049 0.089 0.000 0.001
2794 SFE CO2 23.2 5.28 3375 33.0 0.801 0.070 0.127 0.000 0.003
2795 SFE CO2 22.6 5.50 3433 31.2 0.779 0.077 0.141 0.000 0.003
2796 SFE CO2 23.1 5.31 3384 32.7 0.797 0.071 0.129 0.000 0.003
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A.2 Nozzle Exit Conditions

Table A.19: Tunnel Noise Nozzle Exit Conditions

Shot UX ρX PX TX TvX MX yN2
yO2

yNO yN yO
(m/s) (kg/m3) (kPa) (K) (K) (-) (-) (-) (-) (-) (-)

2684 3677 0.059 18.9 1113 1116 5.47 0.731 0.187 0.076 0.000 0.005
2685 3753 0.059 20.3 1181 1183 5.42 0.732 0.187 0.075 0.000 0.006
2686 4629 0.041 24.6 2014 2016 5.00 0.736 0.148 0.067 0.000 0.049
2687 4891 0.036 25.0 2248 2250 4.94 0.738 0.128 0.062 0.000 0.072
2688 5047 0.036 27.1 2405 2406 4.90 0.740 0.119 0.058 0.000 0.083
2689 5136 0.035 27.1 2481 2482 4.89 0.741 0.111 0.055 0.000 0.093
2690 5055 0.035 26.2 2402 2404 4.90 0.740 0.116 0.058 0.000 0.086
2691 3114 0.071 14.1 683 694 5.93 0.733 0.193 0.074 0.000 0.001
2692 3053 0.075 14.0 646 657 5.98 0.733 0.194 0.072 0.000 0.001
2693 3790 0.059 20.9 1216 1218 5.39 0.732 0.186 0.074 0.000 0.007
2694 5118 0.034 25.8 2451 2453 4.90 0.741 0.110 0.056 0.000 0.093

Table A.20: Single Point Nozzle Exit Conditions

Shot UX ρX PX TX TvX MX yN2
yO2

yNO yN yO
(m/s) (kg/m3) (kPa) (K) (K) (-) (-) (-) (-) (-) (-)

2695 3416 0.081 22.4 955 950 5.50 0.731 0.189 0.078 0.000 0.002
2696 3440 0.076 21.5 977 975 5.47 0.731 0.189 0.078 0.000 0.002
2697 3724 0.071 25.5 1236 1243 5.26 0.732 0.187 0.075 0.000 0.006
2698 3729 0.072 26.0 1241 1248 5.25 0.732 0.187 0.075 0.000 0.006
2699 3742 0.073 26.5 1257 1264 5.24 0.732 0.187 0.075 0.000 0.006
2700 4529 0.049 29.8 2028 2040 4.89 0.735 0.152 0.068 0.000 0.045
2701 3765 0.069 25.5 1278 1287 5.22 0.732 0.186 0.074 0.000 0.007
2702 3739 0.071 25.7 1249 1256 5.25 0.732 0.187 0.075 0.000 0.006
2703 3741 0.069 25.2 1253 1260 5.24 0.732 0.186 0.075 0.000 0.007
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Table A.21: Double Point Nozzle Exit Conditions - Dev 1 Air

Shot UX ρX PX TX TvX MX yN2
yO2

yNO yN yO
(m/s) (kg/m3) (kPa) (K) (K) (-) (-) (-) (-) (-) (-)

2704 3737 0.071 25.7 1249 1256 5.25 0.732 0.187 0.075 0.000 0.006
2705 3728 0.072 26.0 1242 1248 5.25 0.732 0.187 0.075 0.000 0.006
2706 3883 0.066 26.6 1394 1404 5.15 0.733 0.184 0.073 0.000 0.010
2707 3859 0.067 26.9 1373 1382 5.16 0.733 0.184 0.073 0.000 0.010
2708 3599 0.077 25.1 1118 1121 5.35 0.731 0.188 0.077 0.000 0.004
2709 3616 0.073 23.9 1134 1138 5.33 0.731 0.188 0.077 0.000 0.004
2710 3459 0.075 21.7 994 992 5.46 0.731 0.189 0.078 0.000 0.002
2711 3461 0.076 21.8 995 993 5.46 0.731 0.189 0.078 0.000 0.002
2712 3468 0.070 20.3 1005 1003 5.44 0.731 0.188 0.078 0.000 0.003
2714 3946 0.087 36.3 1445 1454 5.14 0.733 0.186 0.073 0.000 0.008
2715 4112 0.082 38.6 1619 1629 5.05 0.733 0.181 0.073 0.000 0.013
2716 4170 0.080 39.2 1680 1690 5.02 0.733 0.179 0.073 0.000 0.015
2717 4140 0.082 39.7 1648 1658 5.04 0.733 0.180 0.073 0.000 0.014

Table A.22: Double Point Nozzle Exit Conditions - Dev 1 CO2

Shot UX ρX PX TX TvX MX yCO2
yO2

yCO yC yO
(m/s) (kg/m3) (kPa) (K) (K) (-) (-) (-) (-) (-) (-)

2713 3056 0.080 30.1 1737 1737 4.21 0.717 0.100 0.180 0.000 0.002

Table A.23: Double Point Nozzle Exit Conditions - Dev 2 Air

Shot UX ρX PX TX TvX MX yN2
yO2

yNO yN yO
(m/s) (kg/m3) (kPa) (K) (K) (-) (-) (-) (-) (-) (-)

2718 4057 0.086 39.3 1563 1574 5.08 0.733 0.183 0.073 0.000 0.011
2721 4082 0.071 33.0 1595 1605 5.05 0.733 0.179 0.073 0.000 0.015
2739 3650 0.082 27.5 1159 1164 5.33 0.731 0.188 0.076 0.000 0.004
2740 3654 0.086 29.0 1164 1169 5.32 0.731 0.188 0.076 0.000 0.004
2741 3725 0.083 29.7 1236 1242 5.26 0.732 0.188 0.075 0.000 0.005
2742 3781 0.079 29.4 1291 1296 5.22 0.733 0.187 0.074 0.000 0.006
2743 3865 0.076 30.5 1375 1383 5.17 0.733 0.186 0.073 0.000 0.008
2744 3597 0.094 30.1 1109 1111 5.37 0.731 0.189 0.077 0.000 0.003
2746 3537 0.098 30.0 1051 1052 5.43 0.731 0.189 0.078 0.000 0.002
2752 3824 0.085 32.7 1329 1337 5.20 0.733 0.187 0.073 0.000 0.006
2753 3781 0.074 27.7 1296 1304 5.21 0.733 0.186 0.074 0.000 0.007
2755 3824 0.078 30.3 1333 1341 5.19 0.733 0.187 0.073 0.000 0.007
2757 4024 0.077 34.3 1539 1548 5.07 0.733 0.182 0.073 0.000 0.012
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Table A.24: Double Point Nozzle Exit Conditions - Dev 2 CO2

Shot UX ρX PX TX TvX MX yCO2
yO2

yCO yC yO
(m/s) (kg/m3) (kPa) (K) (K) (-) (-) (-) (-) (-) (-)

2719 2999 0.106 38.4 1718 1718 4.20 0.763 0.085 0.151 0.000 0.001
2720 3283 0.120 53.4 2013 2013 4.16 0.673 0.115 0.208 0.000 0.004
2722 3161 0.132 54.0 1904 1904 4.17 0.726 0.098 0.174 0.000 0.002
2723 3047 0.126 47.7 1785 1784 4.19 0.762 0.085 0.151 0.000 0.001
2724 3035 0.124 46.6 1772 1771 4.19 0.765 0.084 0.149 0.000 0.001
2725 3033 0.135 50.2 1773 1773 4.19 0.774 0.081 0.144 0.000 0.001
2726 2949 0.144 50.5 1696 1695 4.20 0.806 0.070 0.124 0.000 0.001
2727 2866 0.149 49.3 1611 1611 4.22 0.831 0.061 0.108 0.000 0.000
2733 2915 0.144 49.2 1659 1659 4.21 0.816 0.067 0.117 0.000 0.000
2734 2753 0.153 46.0 1482 1482 4.25 0.858 0.052 0.090 0.000 0.000
2745 3285 0.118 52.5 2011 2011 4.16 0.671 0.116 0.210 0.000 0.004
2747 3244 0.125 54.4 1983 1983 4.16 0.690 0.110 0.197 0.000 0.003
2751 3202 0.128 54.1 1943 1943 4.16 0.708 0.104 0.186 0.000 0.002
2754 3241 0.110 47.4 1958 1958 4.17 0.678 0.113 0.205 0.000 0.004
2756 3156 0.125 51.2 1894 1894 4.17 0.722 0.099 0.177 0.000 0.002

Table A.25: Double Point Nozzle Exit Conditions - Air

Shot UX ρX PX TX TvX MX yN2
yO2

yNO yN yO
(m/s) (kg/m3) (kPa) (K) (K) (-) (-) (-) (-) (-) (-)

2761 3111 0.048 9.5 686 720 5.91 0.732 0.192 0.075 0.000 0.001
2762 3227 0.048 11.2 800 803 5.67 0.731 0.190 0.077 0.000 0.002
2763 3344 0.047 12.4 906 902 5.52 0.731 0.188 0.078 0.000 0.003
2764 3035 0.029 5.4 639 725 5.97 0.733 0.191 0.074 0.000 0.002
2765 3304 0.030 7.8 881 891 5.53 0.731 0.185 0.078 0.000 0.006
2766 3525 0.027 8.3 1066 1075 5.34 0.731 0.180 0.078 0.000 0.012
2767 3792 0.023 8.9 1293 1305 5.18 0.733 0.168 0.073 0.000 0.026
2768 3864 0.034 13.9 1379 1388 5.12 0.733 0.173 0.073 0.000 0.021
2769 4101 0.073 34.6 1615 1625 5.04 0.733 0.179 0.073 0.000 0.015
2770 4202 0.069 34.7 1722 1732 4.99 0.733 0.175 0.072 0.000 0.019
2771 4108 0.073 34.7 1625 1634 5.03 0.733 0.179 0.073 0.000 0.015
2786 4026 0.067 29.9 1535 1547 5.08 0.733 0.180 0.073 0.000 0.014
2787 4132 0.064 30.6 1643 1655 5.02 0.733 0.176 0.073 0.000 0.018
2788 4501 0.055 32.9 2012 2022 4.89 0.735 0.157 0.069 0.000 0.039
2789 4316 0.062 33.6 1838 1849 4.94 0.734 0.168 0.071 0.000 0.027
2790 4271 0.064 33.7 1789 1800 4.96 0.734 0.171 0.072 0.000 0.024
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Table A.26: Double Point Nozzle Exit Conditions - N2

Shot UX ρX PX TX TvX MX yN2
yN

(m/s) (kg/m3) (kPa) (K) (K) (-) (-) (-)

2772 3725 0.016 3.2 686 3038 6.97 0.998 0.002
2773 3923 0.015 3.6 804 3163 6.78 0.996 0.004
2774 4121 0.015 4.3 952 3331 6.53 0.993 0.007
2775 3568 0.017 3.1 609 2948 7.10 0.999 0.001
2776 3582 0.044 8.2 617 2583 7.08 1.000 0.000
2777 3928 0.034 8.2 813 2897 6.76 0.999 0.001
2778 4264 0.038 12.8 1121 3113 6.24 0.997 0.003
2779 4463 0.039 15.8 1347 3246 5.95 0.995 0.005
2780 4703 0.039 19.0 1628 3388 5.69 0.992 0.008
2781 4875 0.036 20.0 1846 3503 5.52 0.987 0.013
2782 4874 0.045 24.9 1855 3410 5.52 0.990 0.010
2783 5001 0.042 25.7 2027 3479 5.40 0.986 0.014
2784 5037 0.046 28.9 2070 3439 5.39 0.987 0.013
2785 5047 0.047 29.7 2086 3433 5.38 0.987 0.013

Table A.27: Double Point Nozzle Exit Conditions - CO2

Shot UX ρX PX TX TvX MX yCO2
yO2

yCO yC yO
(m/s) (kg/m3) (kPa) (K) (K) (-) (-) (-) (-) (-) (-)

2791 3094 0.038 14.1 1624 1627 4.32 0.632 0.128 0.234 0.000 0.006
2792 2789 0.049 14.7 1422 1425 4.29 0.758 0.087 0.154 0.000 0.001
2793 2437 0.079 18.4 1166 1168 4.28 0.898 0.037 0.065 0.000 0.000
2794 2552 0.073 18.7 1261 1263 4.27 0.861 0.050 0.088 0.000 0.000
2795 2589 0.069 18.1 1288 1290 4.28 0.847 0.055 0.097 0.000 0.000
2796 2558 0.073 18.6 1265 1267 4.27 0.859 0.051 0.090 0.000 0.000
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A.3 Edge Conditions

Table A.28: Single Point Edge Conditions

Shot UE ρE PE TE TvE ME ReUnit
E yN2

yO2
yNO yN yO

(m/s) (kg/m3) (kPa) (K) (K) (-) (1/m) (-) (-) (-) (-) (-)

2695 3358 0.102 32.9 1119 991 4.99 7.44 0.731 0.189 0.078 0.000 0.002
2696 3382 0.096 31.5 1143 1015 4.97 6.96 0.731 0.189 0.078 0.000 0.002
2697 3661 0.089 36.7 1425 1323 4.81 6.15 0.732 0.187 0.075 0.000 0.006
2698 3667 0.090 37.4 1430 1330 4.81 6.24 0.732 0.187 0.075 0.000 0.006
2699 3679 0.091 38.0 1447 1349 4.80 6.26 0.732 0.187 0.075 0.000 0.006
2700 4452 0.060 41.9 2348 2300 4.48 3.59 0.737 0.159 0.064 0.000 0.039
2701 3702 0.086 36.6 1472 1373 4.79 5.92 0.732 0.187 0.074 0.000 0.007
2702 3676 0.089 36.9 1439 1339 4.81 6.13 0.732 0.187 0.075 0.000 0.006
2703 3679 0.087 36.2 1442 1342 4.81 5.99 0.732 0.187 0.075 0.000 0.006

Table A.29: Double Point Edge Conditions - Dev 1 Air

Shot UE ρE PE TE TvE ME ReUnit
E yN2

yO2
yNO yN yO

(m/s) (kg/m3) (kPa) (K) (K) (-) (1/m) (-) (-) (-) (-) (-)

2704 3673 0.089 37.0 1439 1338 4.81 6.13 0.732 0.187 0.075 0.000 0.006
2705 3665 0.090 37.4 1430 1330 4.81 6.25 0.732 0.187 0.075 0.000 0.006
2706 3818 0.082 37.9 1599 1512 4.73 5.56 0.733 0.185 0.073 0.000 0.010
2707 3794 0.084 38.3 1575 1488 4.74 5.73 0.733 0.185 0.073 0.000 0.009
2708 3539 0.097 36.3 1296 1184 4.88 6.86 0.731 0.188 0.077 0.000 0.004
2709 3555 0.091 34.7 1313 1200 4.87 6.43 0.731 0.188 0.077 0.000 0.004
2710 3400 0.095 31.7 1161 1035 4.96 6.86 0.731 0.189 0.078 0.000 0.002
2711 3402 0.095 31.9 1162 1036 4.96 6.88 0.731 0.189 0.078 0.000 0.002
2712 3409 0.088 29.7 1172 1044 4.95 6.34 0.731 0.188 0.078 0.000 0.003
2714 3879 0.108 51.8 1649 1590 4.74 7.33 0.733 0.187 0.073 0.000 0.007
2715 4044 0.102 54.5 1842 1799 4.66 6.63 0.733 0.183 0.073 0.000 0.011
2716 4100 0.099 55.2 1913 1874 4.63 6.37 0.733 0.181 0.072 0.000 0.013
2717 4071 0.102 56.0 1875 1835 4.65 6.64 0.733 0.182 0.073 0.000 0.012
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Table A.30: Double Point Edge Conditions - Dev 1 CO2

Shot UE ρE PE TE TvE ME ReUnit
E yCO2

yO2
yCO yC yO

(m/s) (kg/m3) (kPa) (K) (K) (-) (1/m) (-) (-) (-) (-) (-)

2713 3008 0.099 39.1 1834 1834 4.04 5.36 0.718 0.100 0.179 0.000 0.002

Table A.31: Double Point Edge Conditions - Dev 2 Air

Shot UE ρE PE TE TvE ME ReUnit
E yN2

yO2
yNO yN yO

(m/s) (kg/m3) (kPa) (K) (K) (-) (1/m) (-) (-) (-) (-) (-)

2718 3989 0.107 55.6 1779 1734 4.68 7.09 0.733 0.184 0.073 0.000 0.010
2721 4014 0.088 46.7 1819 1764 4.65 5.75 0.733 0.181 0.073 0.000 0.013
2739 3589 0.103 39.7 1339 1236 4.87 7.21 0.731 0.188 0.076 0.000 0.004
2740 3592 0.108 42.0 1344 1245 4.87 7.58 0.731 0.189 0.076 0.000 0.004
2741 3661 0.104 42.7 1423 1331 4.82 7.18 0.732 0.188 0.075 0.000 0.005
2742 3718 0.098 42.2 1482 1393 4.79 6.79 0.733 0.188 0.074 0.000 0.006
2743 3799 0.095 43.5 1575 1497 4.75 6.52 0.733 0.187 0.073 0.000 0.007
2744 3537 0.118 43.7 1285 1182 4.91 8.37 0.731 0.189 0.077 0.000 0.003
2746 3477 0.124 43.7 1222 1115 4.95 8.90 0.731 0.189 0.078 0.000 0.002
2752 3761 0.106 46.8 1522 1446 4.78 7.34 0.733 0.188 0.073 0.000 0.006
2753 3717 0.092 39.7 1489 1398 4.78 6.35 0.733 0.187 0.074 0.000 0.006
2755 3760 0.098 43.4 1528 1447 4.77 6.75 0.733 0.187 0.073 0.000 0.007
2757 3956 0.095 48.6 1755 1698 4.67 6.29 0.733 0.183 0.073 0.000 0.011
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Table A.32: Double Point Edge Conditions - Dev 2 CO2

Shot UE ρE PE TE TvE ME ReUnit
E yCO2

yO2
yCO yC yO

(m/s) (kg/m3) (kPa) (K) (K) (-) (1/m) (-) (-) (-) (-) (-)

2719 2952 0.130 49.8 1808 1808 4.03 7.07 0.764 0.085 0.150 0.000 0.001
2720 3232 0.147 69.1 2138 2138 3.98 7.59 0.676 0.115 0.206 0.000 0.003
2722 3112 0.162 69.9 2011 2011 4.00 8.50 0.728 0.098 0.173 0.000 0.002
2723 3000 0.155 61.7 1879 1879 4.02 8.33 0.763 0.085 0.151 0.000 0.001
2724 2988 0.153 60.3 1865 1865 4.02 8.23 0.766 0.084 0.149 0.000 0.001
2725 2985 0.166 65.0 1865 1865 4.03 8.91 0.775 0.081 0.143 0.000 0.001
2726 2904 0.177 65.4 1780 1780 4.04 9.65 0.806 0.070 0.123 0.000 0.000
2727 2822 0.184 63.9 1690 1690 4.05 10.20 0.831 0.061 0.108 0.000 0.000
2733 2869 0.177 63.8 1742 1742 4.04 9.72 0.816 0.067 0.117 0.000 0.000
2734 2710 0.190 59.8 1555 1555 4.08 10.79 0.858 0.052 0.090 0.000 0.000
2745 3233 0.144 68.0 2137 2137 3.98 7.47 0.674 0.116 0.208 0.000 0.003
2747 3194 0.153 70.3 2102 2102 3.98 7.95 0.693 0.109 0.196 0.000 0.002
2751 3152 0.157 69.9 2056 2056 3.99 8.20 0.710 0.104 0.185 0.000 0.002
2754 3191 0.134 61.3 2076 2076 3.99 7.03 0.681 0.113 0.203 0.000 0.003
2756 3107 0.154 66.2 2000 2000 4.00 8.10 0.724 0.099 0.176 0.000 0.002

Table A.33: Double Point Edge Conditions - Air

Shot UE ρE PE TE TvE ME ReUnit
E yN2

yO2
yNO yN yO

(m/s) (kg/m3) (kPa) (K) (K) (-) (1/m) (-) (-) (-) (-) (-)

2761 3058 0.061 14.6 828 726 5.29 4.86 0.732 0.192 0.075 0.000 0.001
2762 3172 0.061 16.8 952 815 5.11 4.64 0.731 0.190 0.077 0.000 0.002
2763 3286 0.059 18.3 1068 922 5.00 4.37 0.731 0.188 0.078 0.000 0.003
2764 2982 0.037 8.3 776 725 5.33 2.99 0.733 0.191 0.074 0.000 0.002
2765 3248 0.038 11.5 1039 900 5.00 2.82 0.731 0.186 0.078 0.000 0.006
2766 3464 0.033 12.1 1248 1095 4.85 2.36 0.731 0.180 0.078 0.000 0.012
2767 3728 0.029 12.7 1505 1343 4.72 1.98 0.733 0.169 0.073 0.000 0.025
2768 3799 0.043 19.9 1593 1457 4.69 2.89 0.733 0.174 0.073 0.000 0.020
2769 4032 0.091 48.9 1841 1790 4.65 5.93 0.733 0.181 0.073 0.000 0.013
2770 4132 0.085 48.8 1964 1919 4.60 5.40 0.734 0.178 0.072 0.000 0.017
2771 4040 0.091 49.0 1851 1801 4.64 5.90 0.733 0.181 0.073 0.000 0.013
2786 3959 0.083 42.4 1754 1687 4.67 5.49 0.733 0.182 0.073 0.000 0.013
2787 4062 0.079 43.2 1878 1819 4.63 5.08 0.733 0.178 0.072 0.000 0.016
2788 4425 0.067 46.1 2322 2281 4.49 4.03 0.737 0.164 0.065 0.000 0.034
2789 4244 0.076 47.1 2105 2062 4.55 4.73 0.735 0.173 0.070 0.000 0.023
2790 4199 0.079 47.3 2046 2001 4.57 4.94 0.734 0.175 0.071 0.000 0.021
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Table A.34: Double Point Edge Conditions - N2

Shot UE ρE PE TE TvE ME ReUnit
E yN2

yN
(m/s) (kg/m3) (kPa) (K) (K) (-) (1/m) (-) (-)

2772 3665 0.021 5.4 876 3012 6.07 1.98 0.998 0.002
2773 3859 0.020 6.0 1014 3136 5.93 1.83 0.996 0.004
2774 4054 0.020 6.9 1183 3303 5.76 1.72 0.993 0.007
2775 3511 0.023 5.4 781 2924 6.16 2.25 0.999 0.001
2776 3525 0.060 14.1 790 2564 6.15 5.82 1.000 0.000
2777 3864 0.045 13.6 1023 2873 5.92 4.08 0.999 0.001
2778 4194 0.050 20.3 1373 3082 5.54 4.15 0.997 0.003
2779 4389 0.050 24.4 1630 3200 5.32 4.03 0.995 0.005
2780 4624 0.049 28.7 1959 3300 5.10 3.61 0.992 0.008
2781 4793 0.045 29.8 2222 3360 4.95 3.11 0.987 0.013
2782 4792 0.056 37.1 2233 3252 4.95 3.85 0.991 0.009
2783 4917 0.052 38.1 2446 3263 4.84 3.44 0.987 0.013
2784 4953 0.057 42.8 2498 3202 4.82 3.76 0.988 0.012
2785 4961 0.058 43.9 2520 3189 4.81 3.80 0.988 0.012

Table A.35: Double Point Edge Conditions - CO2

Shot UE ρE PE TE TvE ME ReUnit
E yCO2

yO2
yCO yC yO

(m/s) (kg/m3) (kPa) (K) (K) (-) (1/m) (-) (-) (-) (-) (-)

2791 3045 0.047 18.5 1727 1727 4.12 2.69 0.633 0.128 0.234 0.000 0.005
2792 2745 0.060 19.1 1502 1502 4.11 3.48 0.758 0.087 0.154 0.000 0.001
2793 2398 0.098 24.0 1227 1227 4.11 5.97 0.898 0.037 0.065 0.000 0.000
2794 2512 0.091 24.3 1327 1327 4.10 5.39 0.861 0.050 0.088 0.000 0.000
2795 2549 0.086 23.6 1356 1356 4.10 5.07 0.847 0.055 0.097 0.000 0.000
2796 2518 0.090 24.2 1331 1331 4.10 5.34 0.859 0.051 0.090 0.000 0.000
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Appendix B

Probe-Volume Locations and

Boundary-Layer Thicknesses

sU is the distance from the cone tip to the upstream probe volume; nU is the wall-

normal distance of the upstream probe volume; δU is the calculated boundary-layer

thickness1 at the upstream probe volume; sD is the distance from the cone tip to the

downstream probe volume; nD is the wall-normal distance of the downstream probe

volume; δD is the calculated boundary-layer thickness at the upstream probe volume.

Table B.1: Probe Volume Locations and Boundary Layer Thick-

nesses.

Shot sU nU δU nU/δU sD nD δD nD/δD

(mm) (thou) (µm) (µm) (-) (mm) (thou) (µm) (µm) (-)

2695 665 25 635 1040 0.61 - - - - -

2696 665 25 635 1078 0.59 - - - - -

2697 665 25 635 1107 0.57 - - - - -

2698 665 30 762 1103 0.69 - - - - -

2699 665 32 813 1097 0.74 - - - - -

2700 665 22 559 1365 0.41 - - - - -

2701 665 22 559 1126 0.50 - - - - -

Continued on next page

1In this work, δ refers to δ99, where the local velocity in the boundary layer is 99% of the velocity
at the boundary-layer edge.
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Table B.1 – Continued from previous page

Shot sU nU δU nU/δU sD nD δD nD/δD

(mm) (thou) (µm) (µm) (-) (mm) (thou) (µm) (µm) (-)

2702 665 25 635 1107 0.57 - - - - -

2703 665 25 635 1126 0.56 - - - - -

2704 647 25 635 1091 0.58 783 25 635 1201 0.53

2705 647 25 635 1084 0.59 783 25 635 1197 0.53

2706 647 25 635 1137 0.56 783 25 635 1255 0.51

2707 647 25 635 1124 0.57 783 25 635 1235 0.51

2708 647 25 635 1047 0.61 783 25 635 1154 0.55

2709 647 25 635 1082 0.59 783 25 635 1197 0.53

2710 647 25 635 1066 0.60 783 25 635 1175 0.54

2711 647 25 635 1065 0.60 783 25 635 1172 0.54

2712 647 25 635 1109 0.57 783 25 635 1224 0.52

2713 647 25 635 991 0.64 783 25 635 1097 0.58

2714 647 25 635 985 0.64 783 25 635 1087 0.58

2715 647 25 635 1022 0.62 783 25 635 1125 0.56

2716 647 25 635 1035 0.61 783 25 635 1146 0.55

2717 647 25 635 1019 0.62 783 25 635 1121 0.57

2739 627 25 635 1002 0.63 718 25 635 1076 0.59

2741 627 25 635 994 0.64 718 25 635 1060 0.60

2742 627 25 635 1023 0.62 718 25 635 1099 0.58

2743 627 25 635 1035 0.61 718 25 635 1106 0.57

2744 627 25 635 935 0.68 718 25 635 998 0.64

2745 627 25 635 820 0.77 718 25 635 876 0.72

2751 627 25 635 783 0.81 718 25 635 840 0.76

2752 627 25 635 982 0.65 718 25 635 1054 0.60

2753 627 25 635 1053 0.60 718 25 635 1125 0.56

2754 627 25 635 848 0.75 718 25 635 911 0.70

2757 627 25 635 1038 0.61 718 25 635 1106 0.57

2761 627 25 635 1338 0.47 718 25 635 1425 0.45

2762 627 36 914 1320 0.69 718 38 965 1416 0.68

Continued on next page
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Table B.1 – Continued from previous page

Shot sU nU δU nU/δU sD nD δD nD/δD

(mm) (thou) (µm) (µm) (-) (mm) (thou) (µm) (µm) (-)

2763 627 36 914 1331 0.69 718 38 965 1422 0.68

2764 627 36 914 1723 0.53 718 38 965 1844 0.52

2765 627 36 914 1668 0.55 718 38 965 1789 0.54

2766 627 36 914 1774 0.52 718 38 965 1891 0.51

2767 627 36 914 1906 0.48 718 38 965 2039 0.47

2768 627 21 533 1561 0.34 718 24 610 1679 0.36

2769 627 18 457 1064 0.43 718 20 508 1137 0.45

2770 627 18 457 1103 0.41 718 20 508 1178 0.43

2771 627 18 457 1065 0.43 718 20 508 1147 0.44

2772 627 37 940 2318 0.41 718 39 991 2488 0.40

2773 627 37 940 2366 0.40 718 39 991 2534 0.39

2774 627 37 940 2366 0.40 718 39 991 2542 0.39

2775 627 37 940 2224 0.42 718 39 991 2384 0.42

2776 627 18 457 1371 0.33 718 22 559 1477 0.38

2777 627 18 457 1574 0.29 718 22 559 1684 0.33

2778 627 18 457 1481 0.31 718 22 559 1580 0.35

2779 627 18 457 1464 0.31 718 22 559 1574 0.35

2780 627 18 457 1483 0.31 718 22 559 1585 0.35

2781 627 18 457 1556 0.29 718 22 559 1667 0.34

2782 627 18 457 1395 0.33 718 22 559 1491 0.37

2783 627 18 457 1439 0.32 718 22 559 1543 0.36

2784 627 18 457 1371 0.33 718 22 559 1477 0.38

2785 627 18 457 1362 0.34 718 22 559 1452 0.38

2786 627 18 457 1113 0.41 718 22 559 1196 0.47

2787 627 18 457 1142 0.40 718 22 559 1222 0.46

2788 627 18 457 1252 0.37 718 22 559 1337 0.42

2789 627 18 457 1166 0.39 718 22 559 1248 0.45

2790 627 18 457 1142 0.40 718 22 559 1224 0.46
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Appendix C

Test-Section Vibration
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Figure C.1: Shot 2678. Test section vibration as measured by a PCB353b18 ac-
celerometer, with a PCB483 signal conditioner. The accelerometer was placed on the
breadboard that is fixed to the south side of the test-section, and is oriented in the
vertical direction.
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