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Abstract

We examine the role of competition for radical species in determining detonation front structure for hydrogen
and selected hydrocarbon fuels in air and oxygen. Numerical simulations and detailed reaction mechanisms are
used to characterize the reaction zone length, shape, and sensitivity to temperature variation. We find that the
effect of the competition for radicals on the energy release rate characteristics varies significantly for the chosen
mixtures. Hydrogen exhibits a strong effect while in methane and ethane mixtures the effect is absent. Other
hydrocarbons including acetylene, ethylene, and propane fall between these extreme cases. This competition is
manifested by a peak in effective activation energy associated with a shift in the dominant reaction pathway in
the initial portion of the reaction zone. The peak of the effective activation energy is centered on the extended
second explosion limit. A five-step, four species reaction model of this competition process has been developed
and calibrated against numerical simulations with detailed chemistry for hydrogen. The model includes a notional
radical species and reactive intermediate in addition to reactants and products. The radical species undergoes
chain-branching and there is a competing pathway through the reactive intermediate that is mediated by a three-
body reaction followed by decomposition of the intermediate back to the radical species. We have used this
model in two-dimensional unsteady simulations of detonation propagation to examine the qualitative differences
in the cellular instability of detonation fronts corresponding to various degrees of competition between the chain-
branching and reactive intermediate production. As the post-shock state approaches the region of competition
between the radical and reactive intermediate, the detonation front becomes irregular and pockets of the reactive
intermediate appear behind the front, but the detonation continues to propagate.
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1. Introduction

Simplified chemical reaction mechanisms have
been widely used in multi-dimensional, unsteady sim-

ulations of detonations. In the last two decades, many
different approaches have been taken to develop more
realistic models that are still computationally efficient
[1–3]. Simple ad hoc models [4–7] have also been
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developed. These are in some sense an elaboration of
the one-step model, using a notional reaction scheme
with multiple steps between a set of pseudo-species
in order to mimic the chemical processes that lead to
complex two-dimensional detonation structure. It is
with this type of simplified reaction modeling that the
present paper is concerned.

Recent analyses [8] of the role of chemical kinetics
and the development of simplified models [4–7] for
modeling detonation structure emphasize the role of
radical species such as OH, which has now been di-
rectly visualized in experiments [9, 10]. A recurring
theme in the development of simplified models is the
competition for radical species associated with chain-
branching and chain-termination steps with very dif-
ferent temperature and pressure dependence. This
competition is particularly noticeable in detonations
in hydrogen [11] and is associated with the idea of
weak and strong ignition [12] and the extended sec-
ond explosion limit [13]. The simplest representa-
tion of this effect is to characterize the extended sec-
ond limit by a cross-over temperature where chain-
branching and chain-termination reaction rates are
equal. The naive view of the situation is that above
this temperature branching dominates, while below,
termination will quench the reaction. The situation
with realistic combustion chemistry is more subtle
and although chain-termination may alter the explo-
sion time, peroxide chemistry may ultimately still en-
able an explosion to occur [13]. This is observed in
both modeling studies [11, 14] and experiments [15–
17] which show that detonations can be initiated at
and below the extended second limit.

The characteristics of the reaction zone structure
are observed to play a significant role in determining
the unsteady front geometry. In particular, computa-
tion of unsteady one-dimensional detonations [5, 8,
18, 19] shows that with increasing effective activation
energy and decreasing energy release time (in com-
parison with the induction time) the leading shock
amplitude oscillations become increasingly large and,
for sufficiently large value, the detonation propaga-
tion ceases. In two dimensions, using one-step mod-
els, it is found that with increasing effective activation
energy [20, 21] and for marginal detonations [22, 23]
the cellular structure becomes increasingly irregular
and cellular substructure appears. Less extensive re-
sults are available for multi-dimensional simulations
with detailed chemistry [24–27]. Inaba and Mat-
suo [24] studied the effects of channel width, initial
pressure, and dilution on detonation cellular struc-
ture using a detailed chemical model. Their results
showed transverse detonations as well as complex
double Mach structures as the shock front oscillated
and post-shock states traversed the cross-over region.
Despite the extensive work on this subject, the issue
of radical competition in multi-dimensional detona-
tions and the possibility of the cross-over effect creat-
ing an intrinsic limit to propagation of cellular deto-
nation fronts is not well understood.

The radical competition effect is incorporated into

the three-step model [4, 5], which has been used to
study various aspects of detonation initiation [28] and
propagation [29]. One of the key conclusions of these
studies [5, 28] with the three-step model is that the
cross-over temperature provides a means of defining
absolute limits (as first suggested by [30]) to the prop-
agation and initiation of detonations. These proposals
have motivated the present study and prompted us to
examine the chemical bases for simplified models in-
corporating competition for radical species and more
generally, the significance of the extended limit to det-
onation modeling.

2. Detailed Chemistry Results

Propagating detonations are unsteady and spatially
nonuniform, but for the present purposes, it is neces-
sary to adopt a greatly simplified model of the physi-
cal processes in order to examine the chemical aspects
in some detail. We have used the constant-volume
explosion model with initial conditions that are repre-
sentative of the post-shock states in detonation waves.
Our simulations [31] were done with Matlab using
the Cantera package [32] to implement realistic ther-
mochemistry and detailed chemical reaction mecha-
nisms. We have used GRImech [33] for the hydro-
gen, methane, and ethane computations and the Wang
et. al. mechanism [34, 35] for the acetylene, ethy-
lene, and propane computations. All computations
discussed are for stoichiometric fuel-air mixtures ini-
tially at 300 K and 1 atm unless otherwise stated.

In high-temperature, shock-induced combustion,
the reaction zone consists of an induction period char-
acterized by the induction timeτi followed by an
exothermic recombination period characterized by the
energy release pulse widthτe. The temperature sensi-
tivity of the induction time is conventionally charac-
terized by an effective activation energy,Ea [36, 37].
Stability computations, numerical simulations, and
experimental studies of detonation structure [9] have
shown that the reduced effective activation energy,
θ = Ea/(RTs), whereR is the ideal gas constant
andTs is the post-shock temperature, is a figure of
merit for judging stability [6, 29]. Larger values of
θ lead to more irregular cellular structure. More re-
cently, theoretical studies [6] and numerical simu-
lations [8] suggest that multiplyingθ by a parame-
ter proportional toτi/τe provides a better figure of
merit for this purpose. These observations suggest
that improvements in simplified reaction models will
result from being able to independently adjust both
θ and τi/τe, which is not possible with a one-step
model. Contours of these parameters in the post-
shock temperature-pressure plane are shown in Fig. 1
for hydrogen.

In hydrogen combustion, the ignition process be-
gins with an initiation step which creates a small
amount of radicals. Following the generation of the
initial seed amounts of HO2 and H, one of two path-
ways is followed. At high temperature and low pres-
sure, the dominant initial process is chain-branching
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Fig. 1: Contours of (a)θ and (b)τi/τe for H2. Post-shock
states shown in (a) – A:φ = 1 (29.6% H2), B: φ = 0.5
(17.4% H2), C: φ = 0.35 (12.8% H2)

which results in exponential growth of H, O, and
OH. At low temperature and high pressure, the domi-
nant initial process creates HO2 through the so-called
“chain-termination” reaction. In vessel explosions
at low temperatures (300-400◦C), the HO2 is suffi-
ciently nonreactive, but in detonations [11], the tem-
perature is still sufficiently high (> 900◦C) that the
HO2 reacts, ultimately creating OH radicals which
feed into the chain-branching pathway and enable
the explosion. In either case, near the end of the
branching-chain process the main energy release oc-
curs through the recombination reaction of H and OH.
The five-step model that we propose in Section 3 in-
corporates these features. The trade-off between path-
ways is a strong function of temperature and pressure;
our five-step model includes two three-body reaction
steps in order to capture this behavior.

In early discussions of the competition be-
tween chain branching and termination [13], the
temperature-pressure plane was divided into two re-
gions separated by a single curve obtained by equat-
ing the ratio of reaction rates for the chain-branching
reaction and the chain-termination reaction to a spec-
ified value of order one. The cross-over temperature
that is used in the three-step models is a pressure-
independent parameter that mimics this effect. How-
ever, it is clear from the plot ofθ(P, T ), that the com-
petition occurs over a wide range ofT (P ). This is in-
dicated by the broad “ridge” of high values ofθ seen
in Fig. 1a.

Similar exploration of the post-shock temperature-
pressure plane for methane and ethane shows that the
induction times and activation energies are monotonic
and smoothly varying functions of pressure and tem-
perature. Hence, for these mixtures, we conclude that
there is no significant cross-over effect manifested in
the coupling between chemistry and gas dynamics.
Computations for ethylene and propane show a very
modest increase inθ (< 0.4 θmin) in theT -P region
where a strong increase inθ (> 6 θmin) is observed

for H2 mixtures. Computations for acetylene exhibit
an intermediate increase inθ (≈ 2 θmin). The no-
tion of a cross-over temperature does not appear suf-
ficiently well-defined and universal to form the basis
of a theory of detonation limits.

Hydrogen exhibits the strongest cross-over effect,
but rather than a single temperature, we find that there
is a broad transition region characterized by substan-
tial changes inθ andτi/τe. In contrast to the find-
ings [5, 28] based on the three-step model, experi-
mental results [11, 15] indicate that detonations in hy-
drogen and air can be successfully initiated and prop-
agated at states (B and C on Fig. 1a) characterized
as being within or below the cross-over region. The
significant variations inθ andτi/τe will almost cer-
tainly be important for detonation structure even for
mixtures with von Neumann points above this regime
since substantial oscillations in the shock front ve-
locity (0.8UCJ to 1.4UCJ ) will result in some post-
shock states within or below the cross-over regime.

3. Numerical Model

3.1. Five-Step Chemical Model

Based on the results of the chemical reaction ki-
netics simulations discussed above, we conclude a
new type of simplified model is required to reproduce
the reaction zone features that we observe in the H2-
O2 system near the extended second limit. In partic-
ular, we would like to reproduce the two pathways
for oxidation: the branching-chain for H atoms, and
the straight-chain production of HO2 and H2O2. The
model should mimic the competition between these
processes, the resulting induction time, energy release
time, and effective activation energy dependence on
temperature and pressure.

Our proposed scheme is,

R + M
k1→ B + M (S1)

R + B
k2→ B + B (S2)

R + B + M
k3→ C + M (S3)

C + M
k4→ B + B + M (S4)

B + B + M
k5→ P + M (S5)

whereR represents the pseudo-reactants (H2 or O2),
B is the chain radical (H, O, or OH),C is the in-
termediate species (HO2 or H2O2), P is the product
(H2O), andM is a chaperon molecule. S1 represents
initiation producing the radical speciesB from the re-
actantsR, S2 is chain-branching multiplication ofB,
S3 is the chain-termination competing with S2 forB,
S4 is the dissociation ofC back intoB, and S5 is the
final recombination reaction terminating in products
P .

A modified Arrhenius rate constant formulation is

3



used for all steps.

r1 = ρYR
A1

W̄
exp(− E1

RT
) (1)

r2 = ρYRYB
A2

W̄
exp(− E2

RT
) (2)

r3 = ρ
ρ

T
YRYB

A3

W̄W
(3)

r4 = ρYC
A4

W̄
exp(− E4

RT
) (4)

r5 = ρ
ρ

T
YB

2 A5

W̄W
(5)

whereA andE are the pre-exponential constant and
activation energy respectively, which maintain con-
stant values, andρ and T are the density and tem-
perature which evolve with the simulation.̄W is the
average molecular weight given that the molecular
weights forR, B, C andP areW , W , 2W , and2W
respectively. To mimic dilution, we include an inert
species,N , with a molecular weight of2W . We as-
sume that the energy release is only associated with
S5, i.e. only the heat of formation of the product,
h0

f,P , is nonzero, and we use the perfect gas equation
of state.

The rate constant values were chosen by analogy
to those in the H2-O2 mechanism with some adjust-
ment by trial and error using constant-volume ex-
plosion computations and comparing the parameters
θ and τi/τe with results from the detailed reaction
mechanism. A set of parameters developed for mod-
eling stoichiometric H2-O2 with 85% argon dilution
is summarized in Table 1. Figure 2 compares values

Table 1: Five-Step Model Parameters.

W 0.017 kg/mol
W̄ 0.033 kg/mol
E1/R 24131 K
E2/R 8383 K
E4/R 22980 K
γ 1.5
h0

f,P /RT0 -3030.3 mol/kg
YN 0.919
A1 1.37× 109 m3/kg/s
A2 1.32× 108 m3/kg/s
A3 7.0× 105 m3/kg/s
A4 3.23× 109 m3/kg/s
A5 1.37× 109 m3/kg/s

of θ andτi/τe from constant volume simulations with
both the detailed chemistry model and the five-step
model. In our model development, we focused on du-
plicating the low temperature and pressure behavior.
For this reason, at higher temperatures and pressures,
there are larger differences between the 5-step model
and detailed chemistry but the values have the correct
order of magnitude and trends.
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Fig. 2: Contours of (a)θ and (b)τi/τe for the five-step
model (solid) and detailed chemistry (dashed) for stoichio-
metric H2-O2 with 85% argon dilution

3.2. Numerical Method

The unsteady propagation of a detonation front is
modeled using the two-dimensional (planar), invis-
cid, nonconducting, reactive Euler equations with the
perfect gas equation of state and the five-step model.
The equations are solved with an explicit second or-
der Godunov-type numerical scheme incorporating a
hybrid Roe-solver-based method. A time-operator
splitting technique is employed to decouple hydro-
dynamic transport and chemical reaction. A block-
structured adaptive mesh refinement technique is uti-
lized to supply the required resolution locally on the
basis of hydrodynamic refinement criteria [27]. This
adaptive method uses a hierarchy of spatially refined
subgrids which are integrated recursively with re-
duced time steps.

A rectangular two-dimensional computational do-
main was considered. The unreacted mixture enters
the computational domain from the right with speci-
fied initial parametersTo, Po, andUCJ , and zero gra-
dient outflow was imposed at the left boundary. A pla-
nar ZND profile was initially placed approximately 10
induction lengths away from the right boundary, and
an unreacted hot pocket was placed to the left of the
shock in the burned products for Cases 1 and 2 (Sec-
tion 4) and to the right of the shock in the unburned
reactants for Case 3. A domain height of 30 induc-
tion lengths and a length of 50 induction lengths were
chosen for our computations giving an effective reso-
lution of 64 points per induction length.

4. Simulation Results and Discussion

We have carried out parametric computations to
explore consequences of our model. As discussed
above, conditions in each regime of theθ plane
(above, below, and within the competition region) are
of interest. The three cases discussed below are not
intended to simulate specific chemical mixtures; in-
stead they are chosen to qualitatively demonstrate the
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Table 2: Physical parameters for three computation cases withPo =1 atm andTo =295 K.

Case YN W̄ (g/mol) UCJ (m/s) U/UCJ Ps (atm) Ts (K) ∆i (mm) θ τi/τe

1.0 30.7 2094 0.029 4.3 0.91 0.857 29.8 1785
0.85 22.1 1587 0.16 7.2 1.5

1.0 21.9 1575 0.24 7.3 1.22 0.901 30.9 1481
0.85 15.8 1210 14.6 16 5.6

1.0 19.5 1432 0.64 10 1.33 0.913 31.3 1390
0.85 14.0 1108 275 29 33

behavior of our model as post-shock conditions ap-
proach the competition region.

Physical parameters for the three cases we studied
are given in Table 2, and all other parameter values are
given in Table 1. The von Neumann states (TN ,PN )
for all cases remain above the competition region, but
shock front oscillations ofU < UCJ give post-shock
states close to the competition region. The induction
zone length∆i is a strong function of the post-shock
temperature and for this reason varies by a factor of
20 between Case 1 and Case 3 atUCJ . As the shock
oscillates fromUCJ to 0.85UCJ , θ, τi/τe, and∆i in-
crease from their CJ values. For each case,θ increases
by factors of 0.6, 1.2, and 1.8 andτi/τe with factors
of 0.4, 3.6, and 25 respectively. Again, due to its tem-
perature sensitivity,∆i increases most dramatically
with factors of 4.6, 60, and 430 respectively. We ex-
pect that detonation stability will decrease as these
three parameter values increase. The appearance of
the front and following flow (Figs. 3a, 5a, & 6a) for
these three cases qualitatively agrees with this trend.

Fig. 3 shows results for temperature and mass frac-
tion fields for Case 1 after the initial transient has set-
tled down. A single, regular detonation cell fills the
channel and a keystone-like feature is clearly visible
in the mass fraction fields. A two triple-point struc-
ture is created at the juncture of the transverse wave
and main shock front. The transverse wave strength
(∆P/P ) for the portion between the first and second
triple point is 0.75, while it is 2.0 beyond the second
triple point. The stronger transverse wave propagates
along the induction zone and burns the material be-
hind the incident wave with the exception of a thin
layer in the vicinity of the primary triple point. Sim-
ilar structures have been observed in numerical sim-
ulations with detailed chemistry for H2-O2-Ar mix-
tures by Hu et. al [38] and with the four-step model
of Liang and Bauwens [7]. The overall appearance of
the numerical simulation is also similar to the exper-
imental images for H2-O2-Ar mixtures presented in
Pintgen et. al [10].

The cellular structures of Cases 2 and 3 are much
more irregular than Case 1. For these irregular cases,
at early times (not shown in this paper) the structure
appears identical. The transverse waves are strong
and fine cellular structures develop and propagate into
the long induction zone exhibiting similar characteris-

tics to the transverse detonations structures observed
by Gamezo et. al in marginal detonations [23]. Also
sub-detonation structures develop behind the strong
part of the leading shock which agrees well with
Gamezo et. al’s observations that whenθ is greater
than 6.5, secondary detonation cells will appear.

At later times, the cellular structure of Cases 2 and
3 begins to deviate. For Case 2, as shown in Figs. 4
and 5, the major triple point remains obvious, but
transverse waves weaken and cease to react. In the
first two frames of Fig. 4, as the Mach wave moves
up toward the top of the channel, sub-cellular struc-
tures couple with the leading shock front and unburnt
pockets form a “tunnel” or “funnel.” After the Mach
wave collides with the wall and moves back toward
the bottom of the channel, cellular sub-structures be-
gin decoupling from the front and the induction zone
behind the incident wave lengthens. Partially reacted
pockets convect away from the detonation front. In
the mass fraction fields shown in Fig. 5, small key-
stones shapes can be seen on the leading front. These
are apparently burned after the sub-structure decou-
ples from the front.

For Case 3, as shown in Fig. 6, the front becomes
much more complex and numerous transverse waves
are present. Islands of partially-reacted gas become
isolated downstream of the main detonation front and
appear similar to the experimental observations for
nitrogen-diluted mixtures in Pintgen et. al [10]. Ex-
perimental soot foils [10] indicate a wider range of
cell sizes, and in their Schlieren images, the leading
shock wave appears to be much less planar than for
the argon-diluted mixture with the same cell size.

5. Summary

We have examined the competition for radical
species and how it is manifested in the steady and
unsteady structure of detonation fronts. The classi-
cal example of competition for H radicals occurs in
the hydrogen-oxygen system, and this has previously
been characterized in terms of the extended second
limit. We have examined this phenomena and looked
for similar effects in hydrocarbons through a series of
numerical simulations using detailed chemical reac-
tion mechanisms for hydrogen and selected hydrocar-
bon fuels. Examining the variation of induction time,
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energy release time, and effective activation energy
for these mixtures shows that the competition for rad-
icals has varying effects for different fuels.

In mixtures with hydrogen as fuel, the competi-
tion for H atoms produces a broad zone of high ef-
fective activation energy in the temperature-pressure
plane. The peak of the activation energy appears co-
incident with the classical extended second limit as
specified by reaction rate ratios, but previous experi-
ments show that detonations can be initiated and prop-
agated with von Neumann states below the cross-over
region. There are significant implications for initi-
ation and propagation due to the large valuesθ and
τi/τe near the cross-over region in hydrogen, but this
apparently does not preclude the existence of detona-
tions in this regime.

In mixtures with hydrocarbon fuels, the effects of
competitions for radicals vary. In methane and ethane
mixtures, the effects are absent, and in ethylene and
propane mixtures the effects are modest. Acetylene
is the only hydrocarbon studied that exhibits behavior
similar to hydrogen, although the effects are consider-
ably less than that seen in hydrogen mixtures. Our in-
terpretation is that such competitive effects certainly
exist in these mechanisms but there are many routes
for H-atom production and consumption. As a con-
sequence, the concept of the cross-over temperature
does not appear to be universal.

Examination of the results of simulations with de-
tailed reaction mechanisms indicates that a realistic
simplified model must include the subsequent reac-
tions of the products of the termination reaction that
compete with chain branching. A simplified reaction
mechanism that is useful for unsteady detonation sim-
ulations must match the dependence of∆i, θ, τi/τe

on temperature and pressure over the range shown to
be relevant to unstable waves. We have presented
a five-step model that achieves this for hydrogen by
incorporating two competing reaction pathways that
represent the chemical processes that are observed in
the detailed simulations.

We have explored the consequences of our model
as the post-shock state approaches the competition
region in the temperature-pressure plane. While the
three cases presented do not represent specific chem-
ical mixtures, we have qualitatively compared two-
dimensional detonation simulation results using our
model with experimental results. Von Neumann
states far from the competition region exhibit regu-
lar cellular structure similar to experimental results
with significant argon dilution. On the other hand,
states closer to the competition region exhibit irregu-
lar structures like those observed experimentally for
nitrogen-diluted H2-O2 systems. In these irregular
structures, we see pockets of low-temperature inter-
mediates which support the inclusion in our model
of reactions mimicking peroxide chemistry. Previous
studies with one-step models and high activation en-
ergy have also shown these pockets but have inter-
preted these as non-reactive since no other pathways
for low-temperature reaction are possible. Our results

show that these pockets are actually partially reacted
material and that after a sufficient time, the reaction
pathway corresponding to the peroxide chemistry will
result in explosion of these regions.

Finally, it should be clear that our simulations with
both detailed chemistry and the simplified model have
significant limitations. In the case of the detailed
chemistry we have only examined the steady-state
structure of the reaction zone and we have not at-
tempted to deal with the significant issue of unsteadi-
ness [39]. Our unsteady simulations have only exam-
ined situations above the competition region and we
have not attempted to examine the region within and
below the “ridgeline” of high activation energy seen
in Fig. 1. The very large values ofτi/τe for mixtures
in this region also pose a significant challenge for nu-
merical simulation. The extension of our simple five-
step model to hydrocarbon mixtures and the applica-
tion to simulating highly unstable fronts observed in
hydrocarbon-air mixtures also remains to be studied.
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Fig. 3: Contours of (a)T , (b) YR, (c) YB , and (d)YC for Case 1.
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